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Artificial Neural Networks Application in Software Testing

Selection Method

Summary

The importance of software testing is growing as a concurrent part of software
development. In order to improve the financial allocation of the software testing, software
developers have to make a choice between automatic and manual testing methods. The solution
related to the problematic choice of testing methods is presented in this work. The main concept
of the method is to present the recommendation whether the automatic or manual testing method
is better to use or whether their usage is simply adequate. The choice of the testing method is
based on the application of the artificial neural networks. Experimental investigations on
artificial neural networks structure selection and method evaluation showed that presented idea
could be worth as substantiation of the choice selection. The results of the method should be
considered as the recommendation since the accuracy depends on the data which was used for
training. According to this reason this method is more suitable for those companies or customers
which already have historical testing data of the project.
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1. Ivadas

Programinés jrangos kiirimas datniausiai remiasi proporcingu laiko ir kokybés
suderinimu. Daugumai kompanijy projekty utbaigimas laiku ir nevirSijant skirto biudteto
reikalauja daug pastangy, norint tai pasiekti datnai stokojama démesio kokybei. ISleidus
produkta, dél kurimui skirto laiko trikumo vartotojai datnai susiduria su jvairiomis
funkcionalumo neispildymo ar nekorektisko jgyvendinimo problemomis. Vienas i§ kokybés
gerinimo budy — tinkamas sistemos testavimas. Vykdant didelius projektus didele reikSme turi
tiksltis ir motyvuoti sprendimai. Renkantis testavimo metoda nematai diskusijy susilaukia
rankinio ir automatinio testavimo parinkimas. Vis délto, vieningo atsakymo i klausimus: kada,
kodél, kaip ir kuris metodas turi biiti naudojamas néra.

Sitlomas metodas skirtas palengvinti ir pagristi testavimo metodo parinkima. Metodas
padés nuspresti, ar reikalingi automatiniai testai. Tokiu buidu bus galima ne tik jvertinti
testavimo tipo privalumus ir trukumus, bet ir kuriamo metodo gautus rezultatus. Kuriant
metoda, skirtg testavimo biido parinkimui, siekta iSlaikyti tiksluma, kad jo taikymas testavimo
procese galéty garantuoti testavimo efektyvuma bei kokybe. O metodo jgyvendinimui
pasirenkant dirbtinio intelekto metoda.

Todé¢l Sio darbo tyrimo sritis — programinés jrangos testavimo ir dirbtinio intelekto
metodai, o0 tyrimo objektas — dirbtiniu intelektu pagrjstas metodas, skirtas testavimo metodo
parinkimui. Siekiant surasti tinkamg sprendimg buvo analizuojama tiek dirbtinio intelekto
metody savybés, panaudojimo galimybés, tiek ir automatinio, rankinio testavimo metody
parinkimg lemiantys kriterijai.

Darbo tikslas — pagerinti testavimo metody parinkima, pasitilant intelektualy testavimo
tipo parinkimo metoda, paremtg dirbtinio intelekto metody taikymu.

Darbo utdaviniai:

1. ISanalizuoti, testavimo metodus, automatinius testus bei jy parinkimo ir

naudojimo galimybes.



2. ISanalizuoti dirbtinio intelekto metodus bei jy taikymo galimybes programinés
jrangos testavime.

3. Remiantis atlikta analize nuspresti, kuris i$ dirbtinio intelekto metody (dirbtiniai
neuroniniai tinklai, genetiniai algoritmai, spieiaus intelektas ir pan.) galéty buti
panaudotas testavimo metodo parinkimo kiirime.

4. Pasiilyti intelektualy programinés jrangos testavimo metoda, kuris galéty buti
naudojamas projekto vadovo ar testuotojo, ir kuris padéty pasitlyti testavimo
metodo parinkimo jrankj. Intelektualaus programinés jrangos testavimo metodo
taikymas testavimo procese turéty garantuoti testavimo efektyvuma bei testavimo
tiksluma.

5. Atlikti pasitlyto testavimo metodo parinkimo jrankio analizg, bei nustatyti
naudotinus parametrus (pvz.: jei bus nutarta naudoti neuroninius tinklus reiks
nustatyti jéjimy skaiciy, parinkti neuroninio tinklo struktiirg ir pan.).

6. Ivertinti intelektualaus testavimo metodo taikymo galimybes ir perspektyvas.

7. Sukurti prototipg pasitilyto metodo veikimo demonstravimui.

Nagring¢jant testavimo specifikg ir testavimo parinkimg lemiancius veiksnius, buvo
remiamasi [1-7], [26] Saltiniais, kuriuose apraSoma testavimo metodai, optimalus testavimo
kiekis, rankinio ir automatinio testavimo savybés, metrikos. Tyrinéjant dirbtinio intelekto
metodus, buvo analizuojami dirbtiniai neuroniniai tinklai [8], [9], [22], [30], miglotos
informacijos tinklas [9], [10], genetiniai algoritmai [8], [11], [12], spieCiaus intelektas [13],
[14], [15], [16], [17], [18], skruzdtiy kolonijos optimizavimo algoritmas [18], [19], daleliy
spieiaus optimizavimo algoritmas [15], [18], [20], [21], [22], [23], genetinio algoritmo ir
spieciaus intelekto palyginimas [24], [25], [27]. Sprendimo gerinimo galimybés paremtos [33],
[34] Saltiniais.

Vykdant magistro tiriamaja dalj atliktos testavimo metody, dirbtinio intelekto analizés,
1$siaiSkinti visy §iy metody privalumai, trikumai. Atsitvelgiant j gautus analizés rezultatus
nuspresta kurti testavimo metoda, paremta dirbtiniais neuroniniais tinklais, skirtg testavimo tipo
(automatinis ar rankinis) parinkimo palengvinimui. Net jeigu Sis metodas ir neiSspres
pagrindinés parinkimo problemos, jis gali buiti naudojamas, kaip papildoma priemoné renkantis
testavimo tipa.

Nustacius 17 testavimo parinkimg lemianciy kriterijy, eksperimentiniu biidu surasta
dirbtiniy neuroniniy tinkly strukttra. Optimalis rezultatai gauti naudojant daugiasluoksnj

neuroninj tinklg su dviem pasléptais sluoksniais, 6 neuronai pirmame ir 5 antrame sluoksniuose,



tikslumo funkcija SSE ir tinklg apmokant Conjugate Gradient with Powell/Beale Restarts
algoritmu. Eksperimentams naudota 1000 duomeny imtis, kuri

paruosta atsitvelgiant j kriterijus, kurie yra neuroninio tinklo jéjimai, o jy atsakymai — tinklo
18¢jimo reikSmés.

Skirtingai nei kiti egzistuojantys parinkimo btidai tarp rankinio ir automatinio testavimo,
pasitilytas metodas apibendrina parinkimg jtakojancius kriterijus ir kompanijos sukaupta patirtj
panaudoja ateities prognozéms. Neuroninis tinklas iSmoksta sudétingas sgsajas tarp turimos
patirties duomeny greiCiau nei per minute (remiantis eksperimenty rezultatais tikstanciui
duomeny iSmokti pakanka 3 sekundtiy). Kuriant parinkimo metodg vienas pagrindiniy
vertinimo aspekty — pasiekiamas tikslumas. Remiantis eksperimentiniy tyrimy duomenimis
apmokant tinklg su 1000 duomeny gauta, kad naujy duomeny prognoze bus pateikta su 80%
tikslumo tikimybe.

Siulomas metodas gali buti vertingas pagalbininkas testavimo sprendimu
suinteresuotiems fmonéms, kai néra pakankamai laiko analizuoti ankstesniy atvejy, kai triikksta
patirties, dvejojama ar reikia parinkimo pagrjstumo. Metodo idéja gali biiti pritaikoma ir kitoms
dalykinéms sritims, kuriose sprendtiama parinkimo problema.

Ateityje galima gerinti metodo rezultaty tikslumg derinant neuroninius tinklus su kitais
skaitinio intelekto metodais. Tarptautinéje hibridiniy dirbtinio intelekto sistemy konferencijoje
pristatomi tyrimai patvirtina susidomeéjima ir teikiamg nauda. Parinkimo metodo atveju, galbiit
pavykty pasiekti, kad neuroninis tinklas mokytysi tik i§ kiekvieng kartg atrinkty duomeny, taip
sumatinant paklaida didinanciy jrasy kiekj.

Antrame skyriuje pateikta tyrimo srities analizé. ISnagrinéta tiek testavimo problemos,
esamos testy parinkimo galimybés, metrikos, tiek dirbtinio intelekto metodai testavime,
parinkimo utdaviniuose. Suformuluota pasiiilyto metodo idé¢ja. TreCiame skyriuje pateikta
metodo specifikacija. Ketvirtame skyriuje detalizuota metodo koncepcija, naudojami Kkriterijai,
formalizuota neuroninio tinklo architekttira. Penktame skyriuje apraSytos realizavimo
priemongs, optimalios struktiiros ieskojimui naudoti parametrai. Sestame skyriuje pateikti
atrinkti eksperimentiniy tyrimy duomenys, supatindinta su nagrinétais neuroninio tinklo
parametrais. Apibendrinta nustatyta ANN struktiira, duomeny kiekio jtaka tinklo apmokymui ir
pateiktos sprendimo taikymo rekomendacijos. Septintame skyriuje suformuluotos darbo
1Svados.

Darbo rezultatai buvo pristatyti:



1. 2010 m. konferencijoje ,,Informaciné visuomené ir universitetinés studijos—, straipsnis
priimtas spausdinti leidinyje ,Informacinés technologijos—, ISSN 2029-249X ir
pateiktas 1 ir 2 prieduose.

2. 2011 m. tarptautinéje konferencijoje ,,Hybrid Artificial Intelligence Systems—,

straipsnis iSspausdintas konferencijos leidinyje [35] ir pateiktas 3 priede.

2. Metodo analizé

2.1. Analizés tikslas

ISanalizuoti esamus testavimo metodus, rasti jy privalumus ir trikumus (jy efektyvuma,
kastus). Nustatyti, kokie gali biiti ar yra testavimo metody vertinimo parametrai. ISanalizuoti
dirbtinio intelekto metodus ir remiantis analizés metu gautais rezultatais nuspresti, kokiais
metodais turi biiti grindtiamas sitilomas metodas.

Tyrimo analizei atlikti pasirinkti mokslinés literatiiros analizés ir apibendrinimo metodai.

2.2. Tyrimo sritis, objektas ir problema

Magistrinio darbo tyrimo objektas — dirbtiniu intelektu pagristas metodas, skirtas
testavimo tipo parinkimui.

Ivairiy programy testavimas turi didele jtaka galutinio produkto bendrai kokybei ir
patikimumui. Aptikus jvairias klaidas dar kiirimo procese, jos kainuoja daug matiau nei, kad
jau atidavus produktg vartotojui(-ams). Programinés jrangos testavime susiduriama su eile
problemy, tokiy kaip testavimo tikslumas, testavimo efektyvumas, testy pakartotinis
panaudojimas, testavimo tipo (automatinis ar rankinis) parinkimas ir pan. Ne visada reikia ir
apsimoka automatizuoti testavimg [1], todél yra svarbu tinkamai jvertinti testavimo tipo
parinkimg. Siekiant, sutaupyti testavimui skiriamg laika nesumatinant testavimo rezultaty
gavimo efektyvumo ir tikslumo, buvo nuspresta iStirti programinés jrangos testavimo ir
dirbtinio intelekto metodus. ISnagrinéjus Siuos metodus tikimasi sukurti intelektualy testavimo
metoda, kuris galéty biiti naudojamas testy ar jy tipy parinkime, bei paciame testavimo procese,
atitinkamai ,,apmokant— testus, t. y. kei€iant jy parametrus, pasitilymo galimybe. Literatiiroje
randami adaptyviy bei intelektualiy testy pavyzdtiai rodo, kad tokie testavimo metodai yra ypac
taikytini testuojant dideles ir sudétingas sistemas. Siekiant sukurti intelektualy metoda, skirta
programinés jrangos testavimo bido parinkimui, yra svarbu iSanalizuoti Siandieninius
testavimo metodus, rasti jy privalumus ir trikumus, kad véliau biity galima geriau suprasti, ar
reikalingas naujas, koks nors metodas ir jeigu taip, tai koks jis turéty buti ir kokias problemas

jis turéty spresti.



2.3. Tyrimo objekto analizé

Programinés jrang0s testavimas — tai procesas, kurio metu tikrinamas produkto veikimas,
kad galétume atsakyti j klausimg ,,Ar programing jranga veikia, kaip yra apibrétta ir tikimasi?—.
Vykdant testavimg bandoma surasti skirtumy tarp gauty ir laukiamy rezultaty, nes kuo anksc¢iau
aptinkama klaida, tuo jos iStaisymas kainuoja matiau. Reikia nepamirsti, kad testavimas parodo
klaidy buvima, bet ne jy nebuvima.

1 pav. pateikiamas testavimo proceso ciklas, kuriame atrenkami reikalavimai sistemai ar
jos daliai, vertinimo Kriterijai, testavimo strategija, planas ir testiniai rinkiniai. Véliau duotai
sistemai, objektui ar programai Sie testai vykdomi bei fiksuojami rezultatai. Lyginant gautas

reikSmes su laukiamomis sprendtiama apie aptiktas klaidas ir sistemos atitikima reikalavimams.

Reikalavimy
nhustatytas

Priéjimas ir

TR Priémimo
terminal

Kriterijai

Perzira ir

Strategija ir
auditas el

projektavimas

Defekty ieSkojimas Planavimas
ir klaidy taisymas S

1 pav. Testavimo ciklas [2]

Testavimo metody yra daug ir jvairiy (2 pav.). Ne visi jie yra naudojami kartu ar tai paciai
programai ar paprogramei. Geriausiai tinkantis metody rinkinys atrenkamas testavimui siekiant
sumatinti darbo poreikj bei rezultaty gausg. Kuo programiné jranga yra sudétingesné, tuo
daugiau laiko gali reikeéti jg iStestuoti (3 pav.) — patikrinti jos atitikimg reikalavimams,
specifikacijoms, jos funkcinj stabilumg, veikimg, tinkamuma naudoti. Laikas tampa labai
svarbus kriterijus programinés jrangos kiirime, nes jis tiesiogiai susij¢s su kaina. Laikome, kad

apimtis yra pastovi.
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Apimtis

3 pav. Projekto kokybé [4]

Kartais, kai véluoja pirmesnés projekto dalys, bandoma sutaupyti testavimo laiko
saskaita, taip paliekant sistema prasCiau iStestuota. IS kitos pusés, geras ir matiau laiko
reikalaujantis testavimas jmonei gali laiméti laiko, taip ji atlikty projektus grei¢iau nei jprastai

ir galéty padidinti savo pelng ar biiti pranaSesné konkurenty tarpe.
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Neflptildﬂ Testavimo
Kdaidy iflaidos
kiekis

Optimalus
testavino
kiekis

Daug
testuojant

Mazai
testuojant

Testavimo Klaidy ir i8laidy kiekis

Testavimo kiekis
4 pav. Kiekvienas IT projektas turi testavimo kiekio optimalia reikSme [5]

IStestuoti viska yra sudétinga ne tik dél laiko ir iSlaidy sgnaudy, bet ir tod¢l, kad pats
testavimas parodo tik klaidy buvima, bet neparodo, kad daugiau klaidy jau nebéra. 4 pav.
pavaizduota kokybés ir testavimo kiekio priklausomybé nuo testavimo kainos ir nesurasty
klaidy. Bandant istestuoti viska aptinkamos klaidos pradeda neatsipirkti pagal kaing, nes jy
suradimui i$leidtiama daug daugiau. Jeigu testuojama taupant 1éSas, ar blogai atsirenkant, ka
testuoti, yra palieckama daug svarbiy klaidy, kurios pateikus sistema vartotojui kainuos dar
daugiau [5]. Todél reikia kiekvienam projektui surasti ar nuspresti, koks optimalus kokybés ir
18laidy variantas tenkina projekta ir jmanomas jj kurianciai organizacijai.

Testavimo procesa pagreitina automatiniy testy naudojimas. Jis naudojamas testavimo
atvejy generavime, pavyzdtiui, galima grei¢iau ir daugiau patikrinti ar vartotojo jvedami
veiksmai yra teisingi ir ar gaunamas rezultatas, kurio tikimasi. Taip pat naudojamas atgaliniame
testavime, kurio tikslas yra patikrinti naujy programinés jrangos (P]) galimybiy funkcionavimo
teisinguma ir jsitikinti, kad nauji P] pakeitimai nesukéle klaidy tarp jau iStaisyty. Bandant
1Stestuoti neautomatiniu biidu, patikrinama nedidelé programinés jrangos dalis arba iSeikvojama
daug laiko ir sgnaudy. Testuojant P] kartais yra geriau naudoti rankinj testavima, kartais
automatinj, o kartais juos abu. Kada kurj metoda geriau naudoti galima nuspresti i$ jy privalumy
ir trikumy palyginimo [6]. Rankinio testavimo <+ Privalumai:

1. Rankinis testavimas gali biiti naudojamas tiek matuose, tiek dideliuose

projektuose.
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Nesudétinga sumatinti ar padidinti testinius atvejus atsifvelgiant j projekto

eiga.
Pradedantiesiems rankinis testavimas yra lengvai jsisavinamas.

Rankinis testavimas yra patikimesnis lyginant su automatiniu (neretai
automatizuotas testavimas neapima visy galimy testavimo atvejy).

Rankinis testavimas suteikia testuotojui galimybe geriau vykdyti adhoc!
testavimg. Daugiau klaidy aptinkama naudojant ad-hoc buda, nei

automatinj.

« Trokumai:

1.

2.
3.

Rankiniu biidu realiy apkrovy ir sparty iSbandymas dideliems vartotojy
skai¢iams sunkiai jmanomas.
Testy vykdymas rankiniu biidu yra labai daug laiko reikalaujantis darbas.

Sudétinga atlikti spalvy kombinacijy atskyrima.

Automatinio testavimo <

Privalumai:

1.
2.

Nesudétinga iSbandyti daug testavimo atvejy per ribota laika.
Galima atlikti apkrovos, jvairius nasumo testus naudojant specialius
jrankius.

Atgalinio testavimo metodui — pats geriausias pasirinkimas.
Naudojamas ne vieng kartg automatinis testavimas padeda sutaupyti labai

daug laiko.
Automatinj testavimg tuo paciu metu galima atlikti skirtingose

operacinése sistemose.

+ Trukumai:

1.

Testavimo atvejy realizavimas ] testavimo programinj; kodg ir jo
atnaujinimas reikalauja daug laiko.

Automatinis testavimas yra brangesnis lyginant su rankiniu testavimu.
Automatinio testavimo jrankiai net jei ir aptinka grafinius elementus, jie
negali pasakyti, ar jy potymiai yra pakankamai informatyvis ar ne.

Tokiuose atvejuose tik pats testuotojas gali tinkamai jvertinti.

1 Ad-hoc testavimas vykdomas nesuvokiant testiniy atvejy sukiirimo struktiiros ir be i3ankstinio suplanavimo.

Viena i paskirciy testavimo pilnumui patikrinti ir jvairts klaidy atradimai.
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1 lentel¢je esantys apibendrinti testavimo tipy privalumai ir trikumai yra bendro
pobiidtio, todél konkreCiam projektui reikia detalesnés informacijos norint parinkti testavimo
tipa. Pavyzdtiui, vertinant pagal testavimo apréptj, jeigu reikia iStestuoti platesn¢ sritj, tai geriau
rinktis rankinj testavima. Jeigu svarbu tikslus pertitiréjimas tos pacios srities, ar siauresnés
srities gilesnis iStestavimas, geriau rinktis automatinj. Praktikoje automatinis testavimas negali
visiSkai pakeisti rankinio testavimo, todél parinkimo problema iSlieka aktuali.

1 lentelé. Testavimo tipy palyginimas

Kriterijus Rankinis Automatinis
Kaina (+) Pigesnis (-) Brangesnis
Laikas () Vykdomi léciau (+) Vykdomi greiciau
— (—) Testy kodo parengimas létas
Reikalavimy (+) Nesudétingai jgyvendinami () Reikalingas testy kodo
pasikeitimai pakeitimas
Testavimo apréptis (+) Platesné (-) Fiksuota
Teksto skaitymas (+) Skaito (-) Neskaito, nesuvokia prasmiy
Spalvy skyrimas (+) Priklauso nuo jy kombinacijy | (+) Gerai skiria
Atgalinis testavimas | (-) Sudétingas, laiko| (+) Puikiai tinka
reikalaujantis
ISmokstamumas (+) Nesudétingas ) Sudétingas, ypac
pradedantiems
Klaidy aptikimas| (+) Daugiau klaidy randama (~) Matiau
tvalgantis, Ad-hoc

Papildomam apibendrinimui pateikiamas 5 pav., vaizduojantis nuo ko priklauso testavimo
atvejy ,,gerumas—. Efektyvumas parodo, ar surandama klaidy, ar bent jau yra polinkis aptikti
klaidas. Pavyzdingumas parodo, kiek turi sugebéti testuoti dalyky, taip apimant kelis testavimo
atvejus. Kiti du kriterijai apima kaina: kiek yra ekonomiska vykdyti, $alinti defektus, analizuoti
konkrety testavimo atvejj ir kiek reikalauja prietitiros, palaikymo kiekviena karta programinei

Jrangai pakitus ar pasikeitus [7].

Efektyvumas

Automatinis testas

(plo(;laug;{am{ Rankinis testas

VyLAymo Y

\

Ekonomiskumas ﬂ" » Palalkomumas
\

Automatinio testo
pirmas vykdymas

Pavyzdingumas

5 pav. Testavimo atvejy ,,gerumas* pagal Keviat diagramg [7]
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IS 5 pav. galima vaizdtiau palyginti automatinj ir rankinj testavimus. Automatinio
testavimo nauda priklauso nuo pakartotino panaudojimo skaiciaus. Jeigu testas bus naudojamas
vieng kartg, geriau naudoti rankinj testavima, nes Siuo atveju jis yra pranaSesnis ut automatinj.
Taciau §i diagrama nenurodo, kurj biidg geriau naudoti konkreCiu atveju. Pavyzdfiui, turimas
konkretus IT projektas ir projekty vadovui yra gan sudétinga nuspresti, kurj metoda geriau

taikyti, ar apsimoka iSleisti papildomas islaidas automatiniam testavimui.

2.4. Metrikos

Norint s¢kmingai jvertinti testavimo metodus néra konkretaus ir vieningo atsakymo, koki
matai ar parametrai turi biti naudojami. Naudojant metrikas (kiekybinius matus, parodancius,
kiek sistema ar jos komponentas atitinka nustatytus atributus) atliekamos defekty duomeny,
metody, projekty analizés. [vairiuose literattiros Saltiniuose geromis metrikomis vadinamos tos,
kurios yra objektyvios, iSmatuojamos, reikSmingos, paprastos ir sudarytos i§ nesudétingai
gaunamy duomeny. Nusistatant metrikas pirmiausiai reikia nuspresti, kg norima jvertinti ir kurie
matavimai buty reikSmingiausi. IS eilés nustatinéjant visas finomas metrikas tik eikvojamas
laikas, o naudos i$ to ne daug [26]. Todél sudarant aktualiy klausimy sara8a palengvéja metriky
pasirinkimas. Klausimai gali biiti:

1. Kiek laiko uttrunka paruosti testavimo scenarijy?

Kiek karty naudosime pasirinktus testus?
Kiek reikia testuotojo/sistemos laiko jvykdyti pasirinktus testus?
Kiek reikia testuotojy jvykdyti pasirinktiems testams?
Kaip apibrétiama testy apréptis (KLOC, FP ir pan.)?

Kiek laiko uttrunka klaidy analizavimas?
Kokiu tikslumu norima jvertinti testus? Minutés, sekundés ar mikrosekundes.

Ar turima pakankamai resursy (laiko, jrankiy, tmoniy) automatizuoti testus?

© ®© No g~ w D

Kokj kainos ir gaunamos vertés santykj sudaro automatiniy testy palaikymas?
Kitas biidas nusistatyti metrikas gali biiti iSsirenkant svarbius testavimo atributus.
Paprastai  iSskiriami  palaikomumo, efektyvumo, patikimumo, prisitaikomumo,
panaudojamumo, tvirtumo, portatyvumo ir nuodugnumo atributai. Testavimo duomeny analizé
yra atliekama naudojant metrikas — kiekybinius matus, parodancius, kiek sistema ar jos

komponentas atitinka nustatytus atributus.
Keletas pavyzdtiy, kokios gali biiti testavimo kokybés metrikos:
* MTTF (angl. Mean Time to Failure) arba MTBF (angl. Mean Time

Between Failure) — vidutinis laikas tarp sistemos liitimy. MTTF metrika
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nusako laikg tarp dviejy klaidy ar latimy, arba kaip ilgai vidutiniSkai
programiné jranga gali veikti be klaidy. Si metrika datniausiai naudojama
Kritinio saugumo sistemose.

N
MTTF, ¥a I¥F — sistemos latimy skai¢ius per nagrinéjama laikotarpj, Nm
Nm

— ménesiy skai¢ius nagrinéjamame laikotarpyje.

* DD (angl. Defect Density) — defekty tankis. Defekty kiekio matu laikomas
per tam tikra laikotarpj surasty defekty kiekis, pvz. surasty defekty
skai¢ius nuo modulio sukiirimo iki esamos datos. DD naudojamas
palyginti  defekty tankius skirtinguose programinés jrangos
komponentuose. Tai padeda identifikuoti kandidatus detalesnei pertitirai,
testavimui, strukttiros pertvarkymui (angl. reengineering) ar pakeitimui.

Kuo defekty tankis matesnis tuo geresné kokybeé.

= NE—Np — tinomy defekty kiekis, S —
dydis, paprastai matuojamas
DD, cia
S
KLOC (angl. Kilo Lines Of Code) tukstanciais kodo eiluéiy, bet gali buti

naudojami ir funkciniai taskai.

* DDP (angl. Defect Detection Percentage) — procentinis defekty
aptikimas.

F
DDP1909%, ¢ia Fp — aptikti defektai testavimo metu, Np — tinomy Np

defekty kiekis.
* AB (angl. Achieving Budget) — testavimui skirty finansiniy 1éSy
isnaudojimas. Si metrika padeda jvertinti testavimui skirty lésy
1Snaudojimg. Naudojant AB galima sutinoti ar rankinis, ar automatinis

testas sunaudoja matiau pinigy ir

= €A Ca — reali kaina i$naudota testavimui,
nevirsija nustatyto limito. AB, ¢ia Cg

Cg — testavimui numatytas biudtetas.

* DDT (angl. Defect Detected in Testing) — testavimo metu aptikty defekty
skaicius. Pagal §ig metrikg galima spresti, kuriuo metodu (automatinis,

rankinis)
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=P, ¢&ia Dp — testavimo
aptinkame daugiau sistemoje esanciy defekty. DDT
To

metu aptikti defektai, Tp — visi sistemoje esantys defektai.

* CE (angl. Coverage Extension) — testavimo apimties padidinimas.
Palyginama surastos klaidos rankiniu testavimu su papildomom klaidom,
kurias padéjo aptikti automatiniai testai (rankiniu testavimu jos buvo
praleistos, neaptiktos).

Sis jvertinimas naudingas tuo, kad galima palyginti automatiniy testy pridétine
verte klaidy aptikime.

* Laikas skirtas analizuoti automatiniy testy pateiktoms klaidoms. Rankiniy
testy metu aptiktos klaidos nereikalauja papildomos analizés, nes iSkart

tinoma, kg vykdant ir kokia klaida buvo aptikta.

* Klaidingy klaidy skaicius pateiktas automatiniy testy metu. Tai klaidos,
kurios i$ tikro néra klaidos. Toks jvertinimas gali padéti nustatyti, ar
automatiniai testai daugiau linke padéti ar klaidinti.

Siekiant palyginti testavimo metodus reikia remtis keliais vertinimo kriterijais, taip
galima gauti tikslesnj sprendimag, kiek verta automatizuoti testavimg arba kuris testavimas

(rankinis ar automatinis) yra naudingesnis konkrecioje situacijoje.

2.5. Vartotoju analizé

2.5.1. Vartotojy aibé, tipai, savybés
Intelektualiy programiniy jrangy testavimo metodais naudojasi ir vadovaujasi jy

testuotojai, projekty vadovai.

2.5.2. Vartotojy tikslai ir problemos

Vartotojai susiduria su jvairiomis problemomis, tokiomis kaip atlickamo testavimo
tikslumas, patikimumas, efektyvumas, pakartotinis testy scenarijy panaudojimas, testavimo tipo
parinkimas. Pagrindinis vartotojy tikslas yra kuo efektyviau iStestuoti programing jranga.

Vis datniau kuriamos programings jrangos testavimui yra pasirenkami automatiniai testai.
RuoSiant automatinius testus yra siekiama uftikrinti testavimo tikslumg (automatiniai testai
padengia visus apraSytus scenarijus ir yra iSvengiama tmogiskyjy klaidy, kai pamirStama

pratestuoti vieng ar kitg scenarijy), o taip pat yra siekiama sutaupyti testavimui skiriamg laika
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(automatiniai testai patikrina visus apraSytus scenarijus greiiau nei tai padaryty testuotojas;
automatinio testo vykdymo metu testuotojas gali atlikti kitus jam priskirtus darbus). Taciau taip
pat svarbu tinoti, kad automatiniy testy paruoSimas yra daug laiko reikalaujantis darbas. Todél
sprendtiant, ar tam tikro komponento testavimui bus kuriamas automatinis testas, biitina
jvertinti laiko sgnaudas, kastus ir automatiniy testy teikiamg nauda. Pagrindinis asmuo, kuris
turi planuoti atlieckamus darbus, nustatyti darby trukmes bei atitinkamai sekti kaip yra vykdomi
darbai, yra projekto vadovas. Darby planavimas, jy terminy nustatymas yra atliekamas
konsultuojantis su tam tikros srities

specialistais, kurie geriau iSmano tam tikra dalyking srit] ir gali aiSkiai nusakyti darby sudétj, jy
trukme ir panasius dalykus. Tokiu paciu principu yra nustatoma ir testavimo darby trukmeé.
Taciau visais atvejais projekto vadovas turi pateikti galutinj sprendima d¢l vieny ar kity darby
atlikimo, jvertindamas projekto apimtj, kastus ir laikg. Testavimo etape projekty vadovai
sickdami tinkamai koordinuoti viso projekto vykdyma turi atitinkamai jvertinti testavimo tipo
parinkimg. Pagrindiné problema yra ta, kad ne visada projekty vadovai turi pakankamai tiniy,
leidtianciy teisingai parinkti testavimo tipa, o net jei ir ty tiniy pakanka, testavimo tipo
parinkimas néra vienareik$mis ir turi bati jvertinta eilé faktoriy, tam kad buty galima nutarti,
kad testavimui yra geriau naudoti rankinj ar automatinj testavima, ar jy derinius konkreciam

testavimo procesui.

2.6. Esamy sprendimy analizé

2.6.1. Dirbtinio neuroninio tinklo pristatymas

Dirbtiniy neuroniniy tinkly (angl. Artificial neural networks — ANN) idéja kilo iS
neurobiologijos. Neuroniniai tinklai yra sudaryti i§ tarpusavyje susijungusiy neurony,
suskirstyty 1 sluoksnius. | kiekvieng tinklo neurong yra patalpinama perdavimo funkcija.
Kiekvieno sluoksnio neuronai yra sujungti su gretimy sluoksniy neuronais. Datniausiai to paties
sluoksnio neuronai néra sujungti. Tokia neurony ir jungCiy visuma vadinama dirbtiniu
neuroniniu tinklu. Neuroniniai tinklai turi j&jimo, i§¢jimo ir tarpinius sluoksnius [8].
Labiausiai paplitusios yra dvi dirbtiniy neuroniniy tinkly raisys:

* vienasluoksnis perceptronas arba tiesiog perceptronas (angl. single layer perceptron —

SLP) — tiesiog vienas neuronas, struktiira pateikta 6 paveiksle.
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Aktyvavimo

: . s — [$¢jimas
% funkcija J

6 pav. Paprastas neuronas
1

Datnai aktyvavimo funkcija naudojama sigmoidiné funkcija f (x) 1+¢€ " , Cla

net™ 2= ix Wij .

* daugiasluoksnis perceptronas (angl. multilayer perceptron — MLP) — daug neurony,
iSdéstyty sluoksniais. Kiekvieno sluoksnio neurony i$éjimai sujungti su kito i§ eilés
sluoksnio neurony j¢jimais. [¢jimo sluoksnis — pradiniai duomenys, i$¢jimo sluoksnis —
paskutiniame sluoksnyje esantys neuronai ir jy i$é¢jimai. Visi kiti sluoksniai vadinami

pasléptais, tarpiniais. Neuroninio tinklo strukttira pateikta 7 paveiksle.

Xy
X, 7
Ag

.‘ ‘n
X,

\ T

le¢jimo Pasléptas [5¢jimo
sluoksnis sluoksnis sluoksnis

7 pav. Neuroninio tinklo struktiira
Neuroninius tinklus apraso viena arba kelios matematinés funkcijos. RySius tarp neurony
charakterizuoja svoriai. Neuroninio tinklo mokymas yra ty svoriy radimas pasirinktu
matematinio optimizavimo metodu. Neuroniniai tinklai yra elegantiSkas btidas modeliuoti
sistemas, kuriy jéjimo — i$¢jimo priklausomybé netinoma, negalima pakankamai tiksliai
1Smatuoti  stebimos  priklausomybés charakteristiky. Neuroniniai tinklai nefinoma

priklausomybeg ,,iSmoksta— i§ pavyzdtiy aibés, kuri apibiidina $ig priklausomybg. Neuroniniai
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tinklai gali biiti naudojami kaip neparametriniai klasifikavimo jrankiai. Jais klasifikuojant
nereikia tinoti duomeny pasiskirstymo. Mokydamiesi neuroniniai tinklai minimizuoja nuostoliy
funkcija, taCiau néra tiesiogiai minimizuojama paklaida. Neuroniniai tinklai daugiausia
naudojami klasifikavimo ir prognozavimo utdaviniams spresti. Tuo pasinaudojant ANN
naudojamas automatizuoto orakulo nustatymui, kuris padeda sumatinti programinés jrangos

testavimo laikg ir sgnaudas [9].

2.6.2. Orakulo gavimas remiantis ANN
Norint sukurti programos automatizuotg orakulg remiantis ANN atliekami du etapai:

ANN apmokomuy biiti orakulu ir jvertinimo [9].

2.6.2.1. Apmokymo etapas.

Atsitiktinai sugeneruojami jéjimai pagal programos specifikacijas. Nors atsitiktinis
generavimas neuftikrina visy galimy iéjimy atvejy, taciau jis uttikrina, kad nebus spieciaus
1¢jimy. Neuroninis tinklas gerai apmokomas, jeigu j¢jimai apima kuo platesnj spektra pagal
programos specifikacijas. Testuojama programa jvykdoma su gautais j&jimais ir pagal kiekvieng
jéjimo atvejj gauname atitinkamus i$éjimus. ANN parametrai turi biiti nustatyti priklausomai
nuo pasirinkto apmokymo algoritmo. Datniausiai naudojamas tinklo treniravimo (angl.
backpropagation?) metodas. Apmokytas ANN naudojamas kaip automatizuotas orakulas, nes
jis ,,jsisavino— pagal kokius jéjimus, kaip turi elgtis programa.

Programos specifikacijos ) Testyjéjimai | .| Programos jejimai

ir iSéjimai
— l , l Orakulas
[ A s I e
testy atvejus Ry J SRImokymes — @

8 pav. ANN apmokymo procesas

2.6.2.2. Ivertinimo etapas
I iSbandyta programa specialiai jterpiama keletas klaidy, kad turétume keisty ar su
defektais programos versijy. Po klaidy jterpimo sukuriami atskiri j¢jimy komplektai tokiu pat

biidu, kaip buvo sukurti apmokomai programai. Po to, jvykdome klaidingg programa su gautais

2 Backpropagation — neuroninio tinklo treniravimo metodas, kur pradinis j&jimas j sistemg (tinklg)
lyginamas su pageidaujamu i$¢jimu ir sistema pritaikoma tol, kol skirtumas tarp jéjimo ir i$¢jimo yra

minimizuojamas — jéjimas supanaséty su i§&jimu.
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1¢jimais ir gave atitinkamus i8¢jimus panaudojam juos naujiems apmokymams. Tada
apskaiciuojame nuotolj tarp neuroninio tinklo i§¢jimo ir atitinkamo programos i§é¢jimo.
Nuotolis kartu su ANN i8¢jimu ir klaidingos programos i$¢jimu naudojami nustatyti, ar
klaidingos versijos gautas i$é¢jimas i$ tikryjy yra blogas ar ne.

Programos specifikacijos e

‘ I A | l | Humatyti Séjimai i‘éWAN}i —_] '\?

>80l | Atsitiktinai sugeneruoti | " Palyginami i livados. |
N e testy atvejus | duomenys | “1° [
lg_;..‘kProgramos is&jimai _—j

9 pav. ANN jvertinimo procesas
Duomeny palyginimas naudojant ANN yra kaip alternatyva testuotojui tmogui, kuris

palygings klaidingos ir geros versijos rezultatus pasako, ar gautas iS¢jimas yra blogas ar ne.

2.6.3. Miglotos informacijos tinklo pristatymas

Miglotos informacijos tinklas (angl. Information Fuzzy Network — IFN) yra metodas,
sukurtas tiniy atskleidimui ir duomeny gavybai. Metoda sukiiré Mark Last bendradarbiaujant
su Oded Maimon ir Abraham Kandel [10]. IFN gali turéti kintama sluoksniy skaiiy ir vieng
objekto (taikinio) sluoksnj. Kiekvienas IFN pasléptas sluoksnis yra atributo jé¢jimas, o ne svoriy
suma, kaip kad ANN. IFN turi $akninj mazga, o n-tasis pasléptas sluoksnis yra sudarytas i§ visy
galimy j¢jimo atributo kombinacijy. Kadangi mazgas bet kokiame pasléptame sluoksnyje
atstovauja ekvivalentiSky klasiy kombinacija, kiekvienas testuojamas atvejis gali buti
jungiamas su vienu ir tiktai vienu mazgu kiekviename pasléptame sluoksnyje, pagal jo jéjimo

atributy vertes.

Saknis | sluoksnis 2 sluoksnis  Objekto sluoksnis
10 pav. IFN struktiira
Miglotos informacijos tinklo struktiira pateikta 10 paveiksle. Tinklas yra dviejy sluoksniy,

kurie pasako, kad turime du jéjimo atributus. Pirmas sluoksnis atitinka pirmg jéjimo atributa, o
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antras sluoksnis — antrg atributg. Pirmas atributas turi tris reikSmes, tai pirmo sluoksnio mazgai
1, 2 ir 3, kurie sudaro tris ekvivalencias klases. IS jy 1 ir 2 mazgas yra iSskaidytas konstruojant
tinklg. Antras sluoksnis turi 4 mazgy derinius gautus i$ dviejy antro j€jimo atributy ir dviejy
suskaidyty mazgy i$ pirmo sluoksnio. Objekto sluoksnis — tai objekto atributas, kuris susideda
i§ trijy mazgy.

IFN gali biiti naudojami numatyti netinomas objekto reikSmes, Siek tiek panaSiai |
sprendimo medfius. Daugiasluoksnis tinklas naudojamas, kai neturima iSankstiniy duomeny
apie atributus. Vieno ar dviejy sluoksniy tinklas sudaromas, jeigu i$ anksto turime informacija
apie atributus, jy rysius. Miglotos informacijos tinklas, kaip ir dirbtinio intelekto, gali buti

naudojamas automatizuoto orakulo nustatymui.

2.6.4. Orakulo gavimas remiantis IFN

Norint sukurti programos automatizuotg orakulg remiantis IFN atliekami du etapai:

tinklo konstravimo ir jvertinimo [9].

2.6.4.1. Tinklo konstravimo etapas

Apmokyti miglotos informacijos tinklus naudojamas steb¢jimy metodas.

‘Programos specifikacijos | | Testy jéjimai | ‘.ﬁ Jéjimy, iséjimy failas | | Apmokytas tinklas / orakulas |
2 Atsitiktinai sugeneruoti | l\)ykdyti | G l g _T WY <
Z 2 testy atvejus programa sanstruati JEN t 9

11 pav. Miglotos iﬁformacijos tinklo konstravimo procesas

Iéjimy generavimas atliekamas atsitiktiniu buidu. IStestuota programa jvykdoma su gautais
]€jimais ir gauname j€jimy su atitinkamais i8¢jimais faila, kuris panaudojamas konstruojant
miglotos informacijos tinkla. Tinklo indukcijos algoritmas yra pagrjstas isankstiniu trumpinimo
(angl. pre-pruning) metodu — kai joks potymis nesukelia statistinio reikSmingo entropijos

matéjimo, tinklo konstravimas stabdomas.

2.6.4.2. Jvertinimo etapas
Sis etapas yra pana$us j neuroniniy tinkly jvertinimo etapa. Patikrinimo failas,
sugeneruotas neuroninio tinklo, yra jvykdomas apmokyto IFN ir klaidingos programos versijos,

tada jy iS¢jimai palyginami jvertinti, ar programos i$¢jimai yra geri ar ne.
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2.6.5. ANN ir IFN palyginimas

Tiek ANN, tiek IFN naudojami orakului nustatyti, abu turi kintama sluoksniy skaiciy.
Tac¢iau dirbtinio neuroninio tinklo apmokymui naudojamas online metodas, o miglotos
informacijos tinklui — offline. Struktiirinis skirtumas IFN, jog jis turi Sakninj mazga.

Remiantis [9] straipsnio atliktais tyrin¢jimais abu budai yra efektyviis, kai klaidingy
atvejy procentas yra pakankamai didelis. ANN yra geresnis nuolat vertinamy i$¢jimy
klasifikatorius. Ypac¢, kai mokomy jrasy skaicius yra matas. Pagrindinis IFN pranasumas pries$
ANN yra tai, kad IFN yra daug greitesnis. O dél savo struktitiros abu tinklai tinka intelektualiam

testavimui vykdyti.

2.6.6. Genetiniai algoritmai

Genetiniy algoritmy (angl. Genetic Algorithms — GA) pradininku laikomas John Holland
[11]. 1975 metais jis pasiiilé matematinj optimizavimo metodg, paremtg natiiraliais gamtoje
vykstanciais procesais: nattiraligja individy atranka, krytminimu ir mutacija. Metodas buvo
pradétas placiai taikyti atsiradus kompiuteriams. GA — vienas populiariausiy meta euristiniy
algoritmy — stochastinis optimizavimo metodas, kadangi vienas i$ procesy yra atsitiktiné, bet |
konkrety tikslg orientuota individy atranka. Pasinaudojus evoliucijos mechanizmais, galima
sukurti programas, kurios sprendtia problemas netgi tada, kai néra pilnai aiSkus sprendimo
kelias [11]. Genetiniai algoritmai datniausiai naudojami intelektualiai paieskai, optimizavimui
ir kompiuteriy apmokymam. GA yra datnai naudojamas su jvairiais dirbtinio intelekto metodais.
Siuo metu GA yra naudojami kartu su neuroniniais tinklais ir miglota logika spresti sudétingas
problemas. D¢l jy jungtinio panaudojimo daugeliui problemy spresti neuroniniai tinklai ir
miglota logika vadinama ,,soft-computing— [8].

Pagrindinis evoliucijos mechanizmas — tai natarali atranka. Jos esmé — labiau prisitaike
turi daugiau Sansy i$likti ir palikti po saves palikuonis. Genetinés informacijos perdavimo déka
palikuonys paveldi budingus tévy bruotus. Todél stipriy individy palikuonys taip pat santykinai
gerai bus prisitaike, o jy dalis bendroje masé¢je augs.

GA metodas paremtas individy populiacija. Kiekvienas individas yra utkoduotas atskiras
tikslo funkcijos sprendinys. Kuo jos reikSmé didesné, tuo individas ar¢iau optimalaus
sprendinio. Individai datniausiai utkoduojami dvejetainéje sistemoje, taCiau galimas ir kitoks
kodavimas. Kiekviena gardelé utkoduojama 1 arba 0 vadinama genu, o i§ jy sudarytas
utkoduotas individas — chromosoma. Pirmiausia suformuojama pradiné individy populiacija. Po

to, kartojami ciklai, kol pasiekiamas norimo tikslumo utdavinio sprendinys. Neretai vienas
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sudétingiausiy  utdaviniy pasiruoSiant genetiniam algoritmui yra tikslo funkcijos
suformulavimas [11].

Kickvienoje generacijoje atsitiktinai atrenkami individai i§ esamos populiacijos. Jie yra
tévai, naudojami sukurti vaikus kitai generacijai. Generacijy metu populiacija konverguoja |}
optimaly sprendinj. GA naudoja tris pagrindinius tingsnius kurti kitag generacija i§ esamos
populiacijos:

1) Atranka — atrenkami individai, vadinami tévais, kuriy genai naudojami naujai
populiacijai kurti;

2) Krytminimas — sujungiami tévy genai ir sukuriami vaikai kitai populiacijai,
3) Mutacija — populiacijos individams atsitiktinai kei¢iami genai.

Sukurti prading [wertinti
populiacija populiacijy

Jegy

( [vertinti
populiacijy

)

12 pav. Genetinio algoritmo struktiira [12]

Genetinio algoritmo idéjg iliustruoja 12 pav. Pasirinkus pradine populiacija, evoliucija
prasideda nuo visiSkai atsitiktiniy kitimy. Gavus nauja populiacijos karta (kandidatus)
jvertinamas jos tinkamumas, atrenkamas tam tikras naujos kartos individy skaicius, pagal
atrankos kriterijy. Atrinktieji individai pakei¢iami darant mutacijas arba rekombinacijas ir
sukuriama nauja populiacija. Véliau viskas kartojama, atrenkant naujus tinkamiausius
individus, sukuriant nauja populiacijg. Ciklas kartojamas, kol gaunamas utduot; tenkinantis

sprendimas.

2.6.7. Spieciaus intelektas
»ISlieka tik tie, kurie darosi altruistiski. Visos populiacijos, kurios nebuvo altruistiskos,
ismiré. Tie, kurie vienas kitam padeda, matiau rizikuoja—, - tvirtina profesorius Sariinas

Raudys [13].
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Spieciaus intelektas (angl. Swarm Intelligence — Sl) apibtdina decentralizuoty,
saviorganizuoty, natiiraliy ar dirbtiniy sistemy kolektyvinj elgesj. Literatiroje sutinkami
spieciaus intelekto apibiidinamai yra:

* Bet koks bandymas suprojektuoti algoritmus ar problemas spendtiancius jrenginius,

remiantis vabzdtiy kolonijy ir kity gyviiny visuomeniniu elgesiu [14].

,»Kvailos dalelés, tinkamai sujungtos j spieciy duoda protingus rezultatus.— Kevin

Kelly
Intelektualios sgveikos atsiradimas tarp atskiry grupés agenty [14].

* Sl terminas naudojamas iSreiksti dirbtinio intelekto sistemas, kur paprasty individy
kolektyvinis elgesys sukelia nuosekliy sprendimy ar strukttiry susidaryma [15].

Spieciaus intelekto sgvoka kilo studijuojant jvairiy vabzdtiy kaip skruzdtiy, biciy ar
paukscéiy gyvenimg. Pavienés bités arba skruzdélés nepasitymi protiniais sugeb¢jimais, bet jy
spieciai ir kolonijos — taip! Kaip kolonijiniai gyviinai organizuoja savo kolonijos veikla: kuria
greitkelius, stato lizdus bei organizuoja koordinuotus reidus. Tai ir yra pagrindiniai ,,spieiy—
teorijos utdaviniai. Skruzdélés néra mati intinieriai, architektai arba kariai — bent jau kaip atskiri
individai. Stenfordo universiteto biologé Debora Gordon pasakoja: ,,Atskirtos skruzdeles néra
protingos, taciau jy spieciai, taip.— Tiktai kolonija sugeba iSspresti tokius utdavinius, kaip
trumpiausio kelio paieSka suradus geriausig maisto Saltinj, individy paskirstymas jvairioms
funkcijoms atlikti, teritorijos apsauga nuo kaimyny bei stambiy ir kur kas pavojingesniy
isibrovéliy nei pacios skruzdélés [16].

Kaip viskas taip yra koordinuojama, jeigu kolonijose néra jokiy vadybininky arba
generoly, nei vienas kolonijos individas nemato bendro vaizdo? Kaip bebiity kolonijos datnai
elgiasi kaip vientisas organizmas. Viskas veikia vykstant nesuskai¢iuojamai daugybei keliy
paprasty sgveiky tarp kolonijos nariy. Tokj reiskinj mokslininkai vadina saviorganizacija [16].

Spieciaus intelekto vieni i§ privalumy yra, kad jis gali pasitlyti sprendimus jvairioms
problemy raSims spresti. Sistemos yra labai tvirtos ir lankscios, atsparios aplinkos
pasikeitimams. Vientisos sistemos elgesys virSija vieno individo turimus elgesio gebé¢jimus

[17]. SI populiariausi optimizavimo algoritmai yra skruzdtiy kolonijos ir daleliy spiecius [18].

2.6.7.1. Skruzdziy kolonijos optimizavimo algoritmas

Skruzdtiy kolonijos optimizavimo (angl. Ant Colony Optimization — ACO) algoritma
1992 metais pasitlé Marco Dorigo. Skruzdtiy kolonijos elgesys yra vienas i§ populiariausiy

spieCiaus elgesio modeliy. Pavienés skruzdéleés elgiasi atsitiktinai ir be katkokio pastebimo
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tikslo, bet kai atsiranda kolektyvinés sgveikos tarp skruzdtiy, galima stebéti jy spieciaus
intelekta ir elgesi, kuris gali spresti daug problemy. Skruzdtiy spiecius gali nustatyti trumpiausia
kelig | maisto Saltinj, pamaitinti visg kolonija, pastatyti didele struktiira, ir prisitaikyti prie
jvairiy situacijy. Tinka spresti jvairias problemas, kurias galima pavaizduoti grafu.

ACO algoritmo pagrindiné id¢ja kilo stebint skruzdfiy maisto atsargy paieskas. 13 pav.
pavaizduota skruzdtiy maisto paieska detalizuojama trim punktais [18]:

1. Pirma skruzdélg, kuri atsitiktiniu budu surado maisto (tymima F) parnesa ji i lizda
(tymima N) tymédama visa nueinama keliag feromonu®. Gritta tuo paéiu keliu,
kuriuo ir nuéjo.

2. Skruzdélés keliauja visais jmanomais keliais, Siuo atveju jy yra keturi. Dél
didesnio feromony kiekio stipréjantis takas tampa patrauklesniu keliu, taip pat tai
yra ir trumpiausias marsrutas nuo lizdo iki maisto.

3. Palaipsniui skruzdé¢lés renkasi trumpiausig marsruta, o kiti ilgesni keliai iSblésta,
nes silpnéja ir iSnyksta paliktas feromony kiekis.

®) (F) (,\/l—?\:ﬁ

A

13 pav. Skruzdziy kolonijos natiiralus optimizavimo algoritmas [19]

2.6.7.2. Daleliy spie€iaus optimizavimo algoritmas

Daleliy spieciaus optimizavimo (angl. Particle Swarm Optimization — PSO) algoritma
1995 metais pasitilé Russ Eberhart ir James Kennedy [20], [21]. PSO sukurtas remiantis

pauks¢iy bandos elgesiu ir tuvy mokykly stebéjimais [15]. Sis algoritmas yra panasus j GA.

3 Feromonai — gyviiny egzokrininiy liauky sekretai, perduodantys informacija tos pacios riiSies gyviinams.
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Sistema sutadinama su atsitiktiniy sprendimy populiacija ir ieSkoma optimalumo atnaujinant
kartas. Taciau prieSingai nei GA, PSO nenaudoja krytminimo ir mutacijy. PSO algoritme
potencialtis sprendimai skrieja per probleming erdve sekant palankiausias salygas. Kiekvienas
atskiras sprendimas paieskos erdvéje yra tarsi ,,paukstis—, kuris pavadinamas dalele. Visos
dalelés turi tinkamumo reikSmes, kurios siekiant optimizuoti nustatomos tinkamumo funkcija.
Taip pat dalelés turi krypti ir greitj, kuris nukreipia daleliy skriejimg. Dalelés skrieja per
probleming erdve sekdamos dabarting optimalig dalelg, kuri vadinama gidu [18].

Vadinasi, spieCius susideda i§ daleliy rinkinio, kuriame kiekviena dalelé atstovauja
potencialiam sprendimui. Dalelés skrieja per probleming erdve, kur kiekvienos dalelés padétis

keit¢iama pagal jos padios patirtj ir jos kaimynus. Patymékime dalelés P; P{t) probleminéje

erdvéje pozicijg Xi (t)laiko momentu t . Dalelés padétis pakeic¢iama pridedant kryptingg greitj

vi (t) i einama pozicijg. Greiéio vektorius Vi (t) valdo optimizavimo procesg ir atspindi socialiai
apsikeistg informacijg. Kiekvienos dalelés padéties pakeitimas gali biiti iSreiSkiamas formule
[22]:

xi(t) = x(t1)wi() 1)

Detalizuojamas daleliy spieciaus algoritmas gali remtis geriausia dalelés asmenine savybe
(angl. individual best), geriausia bendra visy daleliy savybe (angl. global best) arba vietinio rato
geriausia daleliy savybe (angl. local best). Pirmuoju atveju, kiekvienos dalelés veiklos rezultatai
F dabartingje jos padetyje lyginami su jos geriausiais rezultatais ankstesnéje padetyje (pbest).

Kity daleliy informacija nenaudojama. Jeigu F(x; (t)) pbesti, tai

pbesti Fxi (1) (2) X messxi () (3)

- —_

Po veiKlos rezultaty palyginimo pakei¢iama dalelés kryptis ir greitis pagal formule: vi

OWEL CoebD) . (@)

ga ¥ reikSmé yra atsitiktinis teigiamas skaicius. Jj pasirenka vartotojas. Matos #

reik§mes labiau linke i sklandtig trajektorija, o didelés — jtakoja svyravimus atsirandancius

trajektorijoje. Tada kiekviena dalelé atskirai perkeliama j naujg padétj: v (t)

XxO=xt DI g
t=t+1 ©)

ir kartojamas procesas nuo veiklos rezultaty palyginimo, kol dalelés supanaséja.
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Antruoju atveju, bendra visy daleliy savybé ghest pavaizduoja PSO tvaigtdés kaimynystés
struktiirg. Pagrindinis skirtumas lyginant su ankstesniu atveju, kad naudojama ir kity daleliy
informacija. Palyginama kiekvienos dalelés veiklos rezultatai su bendrais geriausiais veiklos

rezultatais

gbest; B{x () (7) XapesuXi () (8)

— —

Tada dalelés kryptis ir greitis pakei¢iami pagal formule:

VERI(ED) L A Xi(1) | P i (1)), 9)

Gia {1r 2 yfa atsitiktiniai skaiGiai.

Treciuoju atveju, labai panasus principas j antrgjj atvejj, tik vaizduojama rato kaimynystés
struktiira. Vietoj gbest naudojamas lbest 7, 8 ir 9 formulése. Naudojant Ibest vyksta létesnis
pana$¢jimas negu naudojant gbest, todél jtakoja geresnius spendimus ir vykdo paieska didesnéje
paieskos erdvéje [22].

PSO algoritmas, palyginti su kitais evoliuciniais algoritmais (skruzdtiy optimizavimo
algoritmais, genetiniais algoritmais), yra pranasesnis, nes mokymo metu néra eliminuojami
silpniausiai pasirode individai. Si savybé yra labai svarbi dirbant su sparéiai, kritiskai
kintanc¢iomis aplinkomis, nes yra svarbu adekvaciai sureaguoti ir i skirtingas situacijas, kurios
datnai gali buti visiSkai prieSingos esamai situacijai. Testuojant sistemas ar jy dalis galima tik
spélioti ar jau yra aptiktos visos klaidos, o gal istestuotose srityse atlikus pakeitimus atsirado
naujy klaidy. Tokiais atvejais yra didelé galimybe, kad spieCiaus intelekto algoritmo
pritaikymas, priimant sprendimus, galéty gerokai pagerinti galinius testavimo rezultatus.

PSO yra panaudotas tokiuose praktiniuose taikymuose, kaip dirbtiniuose neuroniniuose
tinkluose ir gramatiniuose vystymosi modeliuose [15]. Sis metodas gali biti taikomas ne tik
vertybiniy popieriy rinky poky¢iams prognozuoti, bet taip pat ir sprendimams priimti

telekomunikacijy, logistikos ir kt. srityse [23].

2.6.8. Genetinio algoritmo ir spietiaus intelekto palyginimas

Tiek GA, tiek Sl yra optimizavimo algoritmai. GA ir PSO yra panasios struktiiros, naudoja
tinkamumo, tikslo funkcijas. Dalelé PSO algoritme yra panasi j chromosoma, kuri yra GA
populiacijos narys. Tiek chromosoma, tiek dalel¢ atstovauja galimiems problemos
sprendimams [24]. PSO neturi krytminimy ir mutacijy, nes remiasi pauks¢iy bandos elgesiu.
PSO algoritme dalelés atnaujina save su vidiniu greiciu, jos taip pat turi atmintj, kuri yra svarbi

algoritmui [25]. GA remiasi natiiralia individy atranka, kurioje neprisitaike individai mirsta, ko
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néra PSO algoritme. D¢l Sios prietasties GA yra greitesnis, taciau, jeigu dirbama su jautria
poky¢iams ir nuolat besikei¢iania sistema geriau tinka PSO [27]. Siuo atveju GA trikumas
dirbant su tokiomis sistemomis, kad kritiSkai pasikeitus situacijai gali buti reikalingi prarasti

duomenys.

2.7. Siekiamas sprendimas

Siekiama sukurti metoda, kuris biity skirtas testavimo metodo parinkimui ir nurodyty,
koks testavimo metodas galéty biiti naudojamas tam tikro testavimo atveju. Parenkant testavimo
metoda siekiama jvertinti Siuos esminius kriterijus: testavimo efektyvumg ir tiksluma. Atlikus
tyrimo objekty, vartotojy, esamy spendimy analizes pastebéta, kad datniausiai pasirenkami
testavimo tipai pagal jy privalumus, trilkumus, ar testuotojo, vadovo intuicijg. Daugelis
testavimo atvejy papildo ar dalinai dengia vienas kita, todél projekty vadovui gali biiti sudétinga
nuspresti, kurj testavimo metoda (automatinj ar rankinj) yra geriau naudoti, nes smulkesnius
testavimo metodus pasirenka patys testuotojai. Testuotojy komanda gali tik patarti projekty
vadovui ar apsimoka kurti ar pirkti konkrety automatizuotg testavimo jrankj, ar uttenka rankinio
iStestavimo, nes uf patj projekta atsakingas licka vadovas. Jis tino, kiek galima ar ne iSleisti
papildomy pinigy ir skirti papildomy resursy testavimui, nes jvertina ir kitus vykdomo projekto
etapus bei jiems atlikti reikalingas sagnaudas.

Sitlomas sprendimas galéty padéti projekty vadovui lengviau pasirinkti ir atsakingiau
jvertinti, kurj testavimo metoda (automatinj ar rankinj) geriau naudoti vieno ar kito testavimo
atveju. Ypac Sis sprendimas yra aktualus, jeigu automatizuojan¢ig priemong¢ reikia kurti,
koreguoti ar pirkti. Jeigu organizacija jau turi jg i§ ankS¢iau, tai nesudaro papildomy riipesciy
ja sékmingai adaptuoti ir naudoti, kaip papildomg priemon¢ klaidy aptikimui, taciau ir tokiu
atveju testavimo metodo parinkimas turi biiti vertinamas, nes priemonés adaptavimas tam
tikram testavimo atvejui taip pat gali pareikalauti papildomy kasty bei resursy.

Kuriamas metodas remiasi dirbtinio intelekto pritaikymu siekiant nustatyti, ar konkre¢iu
atveju yra geriau naudoti automatinj, rankinj ar abu testavimo metodus. Tokiam metodui
pirmiausiai reikia apmokyti sistema, kad biity galima gauti norimus rezultatus. 14 pav.
pavaizduotas sistemos apmokymo procesas:

1. Parenkamas tam tikras skaicius kodo fragmenty ir jiems sukuriami automatiniai
testai.

2. Nustatomi testy jvertinimo kriterijai.

3. Ivertinami visi turimi testai ir kaupiami gauti duomenys sistemos apmokymui.

4. Atliekamas parinkimo jrankio (sistemos) apmokymas.
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Sistemos apmokymui pasirinkta naudoti dirbtinj neuroninj tinklg. Testavimo metodui
apmokyti ANN pasirinktas remiantis analizés gautomis iSvadomis, kad jis yra geresnis

klasifikatorius nuolat vertinant i§¢jimus nei IFN. Ypac, kai mokomy jrasy yra matai.

MNe
Pari J : e e Ve i, [ Mustatytitesty | . )
| Parinkti kodo | Sukurti automatinj | y Ar Taip_ 3 59 =
. *  fragmenta testa [T=<_pskanka? & | "I’(erirtt:r.:j'::: — (vertinti testus )

— y

./‘

S ‘L | [ Apmokyti B viatema 1~/
fmoiomoduomerys | S wetoma | fTRitasisioms |—5@)

14 pav. Sistemos apmokymas
Kai turimas apmokytas jrankis (sistema) galima gauti jvertinimg svarby nagrin¢jamai
problemai iSspresti, kurj testavimo metoda (automatinj ar rankinj) geriau naudoti. Kuriamo
metodo principiné schema pateikta 15 pav., pateikus apmokytai sistemai naujo kodo fragmento
duomenis (cikly, kodo eiluciy kiekj) bei kita reikalingg informacija detalizuota 13 lenteléje,

sistema jvertinus nauja duomeny rinkinj pateikia rekomendacijg apie automatinio testo kiirimo

?

(- Gauti'haujq i
| kodo fragmentq |

vertinti ir nustatyti
kriterijy reiksmes

(" Pateikti nustatus |
jvercius apmokytai
sistemai |

I

o Koks ™.
-~ automatinio
~. testo

“poreikis2”

poreikj.

Stiprus < Sipnas

Widutinis
‘;ts : kurti ailtﬁmatini testa ' Ats.: nekurti automatinio testo

| Ats. : tinka abu, tiek- ahtomatinis, tiek rankinis

W
3
®

15 pav. Kuriamo metodo principiné schema

2.8. Analizés iSvados
1. Testavimo metody analizé parodé¢, kad egzistuoja testavimo tipo parinkimo problema

tarp automatiniy ir rankiniy testy.
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2. Dirbtinio intelekto metody analizés metu buvo iSnagrinéta dirbtinis neuroninis tinklas,
miglotos informacijos tinklas, genetiniai algoritmai, spieciaus intelektas (skruzdgiy
kolonijos ir daleliy spieciaus optimizavimo algoritmai).

3. Orakulo nustatymo analizé parodé, kad dirbtiniai neuroniniai ir miglotos informacijos
tinklai tinka intelektualiam testavimui vykdyti. Kai mokomuyjy jrasy skaicius yra matas,
geresnis nuolat vertinamy i§é¢jimy klasifikatorius yra dirbtinis neuroninis tinklas.

4. Genetiniy algoritmy analizés metu nustatyta, kad jie yra greitesni uf daleliy spieciaus
intelekta ir tinka sistemoms, kuriose néra staigiy pokyc¢iy, nes atmetin¢jami neteikiantys
vil¢iy sprendimai.

5. Daleliy spieciaus intelekto analizé parodé, kad jis pasitymi tvirtumu ir lankstumu
besikeic¢ian¢ioms sistemoms, kuriose i§ esmés gali pasikeisti situacija.

6. Ivertinus problemos aktualumg, nutarta kurti metoda, kuris padéty projekty vadovui
nuspresti, ar reikalingi automatiniai testai.

7. Ivertinus dirbtinio intelekto metodus ir sprendtiama problema, nutarta metode pritaikyti

dirbtinj neuronin;j tinklg.

3. Metodo reikalavimy specifikacija ir analizé

3.1. Taikymo sritis, salygos ir prielaidos

Ivertinant gautus testavimo metody analizés rezultatus, kuriamo metodo taikymo sritis
parenkama 1§ sprendfiamos problemos srities. Kuriamas metodas yra orientuotas j projekty
vadovus ir testuotojus, bet juo naudotis gali ir Kiti suinteresuoti asmenys, kurie domisi
informaciniy sistemy testavimu. Kai néra {inoma, kokj testavimo biidg (automatinj ar rankinj)
yra geriau naudoti ] pagalbg galima pasitelkti dirbtiniais neuroniniais tinklais paremtg testavimo
tipo parinkimo metoda.

Metodo pateikiamus rezultatus reikia vertinti kaip rekomendacinio, patariamojo pobiidtio,
kadangi tikslumas priklauso nuo to, kokiais duomenimis vartotojai apmoké metoda. Dél Sios
prietasties metodas tinkamesnis toms jmonéms ar vartotojams, kurie jau turi vykdyty projekty
ir minétiems projektams atliktas testavimas. Tokiu biidu jmon¢ gali parengti metodo taikyma
(dirbtinio neuroninio tinklo apmokyma) remiantis jgyta praktika, nes tino, kokiais atvejais
automatiniy ar rankiniy testy naudojimas jai buvo pasiteisings ir nepasiteisings. Jeigu jmoné
neturi testavimo praktikos, gali naudoti jau parengta metoda. Siuo atveju reikalingas teikiangios

Jmongs ar kito subjekto leidimas naudoti parengtag metoda pagal jy duomenis.
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3.2. Funkeciniai reikalavimai
Detalizuojant 2.7 poskyryje pateikta metodo idéja sudaryti panaudojimo atvejai (16 pav.),
kuriuos turi apimti kuriamas metodas. Panaudojimo atvejy specifikacijos pateiktos 2 — 8

lentelése ir 17 — 19 paveiksléliuose.

Metodo PA
~ Parinktikodo IS
fragmentus <estends " Sulxti kodo >
B extension points I~ (2i nera koca ‘\&’/ Programuoctojas
Jei néra koso p fragmersy
—= Jvertinti . (fregmenty o’ =
vartotojas testy poreiki 2 _———
5 = extension points | ~ Atrinkti rankinius, e
kirgraspockds / automatinius = 5 )
2 \_/ <inciudes testus . <exfends Sulourti —+-
~ e e 4 J N
g extension points J (einera 4 testus A Testuotojas
G g sexdenss Jei néra Aastomanigteshd™~___  __~
—x= —+= > - , subomating testy o =
) \ .. tdei nera spmeiata) | seirciudes _ ‘\H_ —
Projekto vadovas Testuotojas - -
[ Apmokyti  <inclisdes i
jvertinimy sistema  J/— — — & jvertinimo
e kritergus ),

16 pav. Metodo panaudojimo atvejy diagrama

2 lentelé. Panaudojimo atvejo ,,Ivertinti automatiniy testy poreikj* specifikacija
1 PA , Jvertinti automatiniy testy poreikj—

sitilyma dél automatiniy testy naudojimo.

Aprasymas. Tai pagrindinis metodo naudojimosi panaudojimo atvejis. Vartotojas sutino metodo

Pries salyga

ISrinktos aktualaus kodo fragmento jvertinimy vertés (ANN
tinklo jéjimai skaitiniame pavidale).

Aktorius

Metodo vartotojas

Suzadinimo salyga Atsirades poreikis sutinoti, ar
baty verta naudoti automatinius testus.

Susije ISplecia PA -

panaudojimo Apima PA -

atvejai Specializuoja PA | -

Pagrindinis jvykiy srautas

Sistemos reakcija ir sprendimai

1. Vartotojas papraso pateikti kriterijy
jvedimo langa.

1.1 Sistema pateikia kriterijy jvedimo langa.

2. Vartotojas suveda duomenis ir
patvirtina.

2.1 Sistema jvertina pateiktus duomenis ir pateikia atsakyma
vartotojui.

3. Baigiamas PA

jvertinimy sistema.

Po salyga: Sistema pateiké atsakyma vartotojui.
Alternatyviis scenarijai
Al Néra apmokyta Vykdomas PA ,,Apmokyti jvertinimy sistemg—.
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l : Metodo vartotojas -
|

aItJ I

[lvertinimy sistema yra apmokyta) |
| 1: Pateikti kriterijy jvedimo langg() |

2
b

Pateikiamas kriterijy jvedimo langas

3 Suvesti ir patvirtinti duomenis()

[else]

| ref |

5. Sistemos pasidlymas

Apmokyti jvertinimy sistema

4. |vertinti duomenis()

-y

L]

i
|
|

17 pav. PA ,Ivertinti automatiniy testy poreikj*“ seky diagrama

3 lentelé. Panaudojimo atvejo ,,Apmokyti jvertinimy sistema“ specifikacija

2 PA ,,Apmokyti jvertinimy sistema—

Apra$ymas. Tai pagrindinis metodo apmokymo panaudojimo atvejis. Sis PA i§ple¢ia automatiniy testy
poreikio jvertinimg ir apima kodo fragmento parinkima, automatiniy testy sukiirima, jvertinimo kriterijy

nustatyma.
Pries salyga Ivertinimy sistema néra apmokyta, parengta.
AKtorius Metodo vartotojas

SuzZadinimo sglyga

Atsirades poreikis sutinoti, ar biity verta naudoti automatinius
testus, bet neturima apmokytos sistemos.

Susije ISplecia PA [vertinti automatiniy testy poreikj
panaudojimo Apima PA Parinkti kodo fragmentus, atrinkti automatinius testus,
atvejai nustatyti jvertinimo kriterijus.

Specializuoja PA |

Pagrindinis jvykiy srautas

Sistemos reakcija ir sprendimai

1. Vartotojui reikia parinkti kodo
fragmentus.

1.1 Vykdomas PA ,,Parinkti kodo fragmentus—.

2. Vartotojui reikia atrinkti rankinius,
automatinius testus.

2.1 Vykdomas PA ,,Atrinkti rankinius, automatinius testus—.

3. Vartotojui reikia nustatyti jvertinimo
kriterijus.

3.1 Vykdomas PA ,Nustatyti jvertinimo kriterijus—.

4. Vartotojas
apmokyma.

jgalina metodo

4.1 Sistema vykdo apmokyma.

5. Baigiamas PA

Po salyga:

Apmokyta jvertinimy sistema (jrankis).

Alternatyviis scenarijai
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: Metodo vartotojas 5

|
| |
|_ref | |
Parinkti kodo fragmentus |
sl |
| ref |
Atrinkti rankinius, automatinius testus |
>, |
| ref | |

Nustatyti jvertinimo kriterijus

L ! |
|

|

1: |galinti metodo apmokyma()

P 20 Vykdyti apmokyma()

3. Apmokymas baigtas z

| |
18 pav. PA ,,Apmokyti jvertinimy sistema“ seky diagrama

4 lentelé. Panaudojimo atvejo ,,Parinkti kodo fragmentus* specifikacija

3 PA ,,Parinkti kodo fragmentus—

ApraSymas. Sis PA skirtas i$rinkti programinio kodo fragmentus tinkamus, norimus naudoti metodo
apmokymui ir yra PA ,,Apmokyti jvertinimy sistema— dalis.

Pries sglyga Jvertinimy sistema néra  apmokyta, parengta;
kodo fragmentai neatrinkti.

Aktorius Metodo vartotojas

Suzadinimo salyga Atsirades poreikis parinkti kodo fragmentus metodo
apmokymui.

Susije ISplecia PA -

panaudojimo Apima PA -

atvejai Specializuoja PA | -

Pagrindinis jvykiy srautas Sistemos reakcija ir sprendimai

1. Vartotojas susiranda turimus kodo

fragmentus.

2. Vartotojas iSrenka reikalingiausius
kodo fragmentus.

3. Baigiamas PA

Po salyga: Kodo fragmentai yra parinkti.
Alternatyviis scenarijai

Al. Pakankamai ar visai néra kodo Vykdomas PA ,,Sukurti kodo fragmentus—
fragmenty.

5 lentelé. Panaudojimo atvejo ,,Atrinkti rankinius, automatinius testus* specifikacija

4 PA |, Atrinkti automatinius testus—

ApraSymas. Sis PA skirtas atrinkti esanéius sukurtus rankinius, automatinius testus isrinktiems kodo
fragmentams ir yra PA ,,Apmokyti jvertinimy sistema— dalis.

Pries salyga Ivertinimy sistema néra apmokyta, parengta; rankiniai,

automatiniai testai neatrinkti.

Aktorius Metodo vartotojas
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Suzadinimo salyga

Atsirades poreikis iSrinkti sukurtus rankinius, automatinius
testus parinktiems kodo fragmentams.

Susije ISplecia PA -
panaudojimo Apima PA -
atvejai Specializuoja PA | -

Pagrindinis jvykiy srautas

Sistemos reakcija ir sprendimai

1. Vartotojas susiranda  turimus
rankinius, automatinius testus.

2. Vartotojas iSrenka testus susijusius su
parinktais kodo fragmentais.

3. Baigiamas PA

Po salyga:

Rankiniai ir automatiniai testai yra atrinkti.

Alternatyvis scenarijai

Al. Pakankamai ar visai néra
automatiniy testy.

Vykdomas PA ,,Sukurti automatinius testus—.

6 lentelé. Panaudojimo atvejo ,,Nustatyti jvertinimo kriterijus“ specifikacija

5 PA , Nustatyti jvertinimo kriterijus—

ApraSymas. Sis PA skirtas nustatyti jvertinimo kriterijy reik§mes parinktiems kodo fragmentams su
jiems pritaikytais testais ir yra PA ,,Apmokyti jvertinimy sistemg— dalis.

Pries salyga Ivertinimy sistema néra apmokyta, parengta; jvertinimo
kriterijy reikSmés nenustatytos.

Aktorius Metodo vartotojas

Suzadinimo salyga Atsirades poreikis nustatyti jvertinimo kriterijy reikSmes.

Susije I$plecia PA -

panaudojimo Apima PA -

atvejai Specializuoja PA | -

Pagrindinis jvykiy srautas

Sistemos reakcija ir sprendimai

1. Vartotojas jvertina kriterijy reikSmes
skaitine iSraiSka.

2. Vartotojas suveda nustatytus
Kriterijus ir patvirtina.

2.1 Sistema i$saugo kriterijy reikSmes.

3. Baigiamas PA

Po salyga:

Parengti duomenys sistemos (jrankio) apmokymui.

Alternatyviis scenarijai

: Metodo vartotojas -
I

| 1 lvertinti kriterijy reikSmes skattine iSraiska |

2: |vesti nustatytus kriterijus ir patvirtinti() o |

4: |$saugota

e e

3

3. idsaugoti kriterijy reikimes
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19 pav. PA ,Nustatyti jvertinimo Kriterijus* seky diagrama

7 lentelé. Panaudojimo atvejo ,,Sukurti kodo fragmentus* specifikacija

6 PA ,,Sukurti kodo fragmentus—

ApraSymas. Sis PA skirtas parengti kodo fragmentus, kurie bus testuojami ir naudojami metodo
apmokymui. Taip pat iSplecia kodo fragmenty parinkima.

Pries sglyga Ivertinimy sistema néra apmokyta, parengta; néra jokiy
galimy testuoti kodo fragmenty.

Aktorius Programuotojas

Suzadinimo sglyga Atsirades poreikis sukurti kodo fragmentus.

Susije ISplecia PA Parinkti kodo fragmentus

panaudojimo Apima PA -

atvejai Specializuoja PA -

Pagrindinis jvykiy srautas

Sistemos reakcija ir sprendimai

1. Vartotojas sukuria prasminj programinj
koda.

2. Vartotojas koda suskirto j fragmentus.

3. Baigiamas PA

Po salyga:

Kodo fragmentai sukurti.

Alternatyviis scenarijai

8 lentelé. Panaudojimo atvejo ,,Sukurti automatinius testus* specifikacija

7 PA ,,Sukurti automatinius testus—

iSplecia rankiniy, automatiniy testy atrinkima.

ApraSymas. Sis PA skirtas sukurti automatinius testus ruogiant duomenis metodo apmokymui. Taip pat

Pries salyga

Ivertinimy sistema néra apmokyta, parengta; néra
reikalingy automatiniy testy.

Aktorius

Testuotojas

SuZadinimo salyga

Atsirades poreikis sukurti automatinius testus tam
tikriems kodo fragmentams.

Susije ISplecia PA Atrinkti rankinius, automatinius testus
panaudojimo Apima PA -
atvejai Specializuoja PA -

Pagrindinis jvykiy srautas

Sistemos reakcija ir sprendimai

1. Vartotojas iSanalizuoja testo poreikio
prasmeg.

2. Vartotojas sukuria automatinius testus.

3. Baigiamas PA

Po salyga:

Automatiniai testai sukurti.

Alternatyviis scenarijai

3.3. Nefunkciniai reikalavimai

Nefunkciniai reikalavimui metodui (sistemai) i$skirti remiantis ISO 9126 standartu ir

pateikiami 9 — 11 lentelése.

9 lentelé. Funkcionalumo reikalavimai

Funkcionalumo reikalavimai
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11

Naudojimo tikslumas

Numeris: 1
Panaudojimo atvejai: 1
Pagrindimas: Reikalinga tam, kad baty prasminis

metodo naudojimas.

Tinkamumo Kriterijus:

I§ atliekamy bandymy 80% atvejy pirmas bandymas

turi biiti teisingas.

UZsakovo patenkinimas: |5
Uzsakovo 4
nepatenkinimas:
Priklausomybés: Neéra
Konfliktai: Néra

10 lentelé. Efektyvumo reikalavimai

Efektyvumo reikalavimai

4.1

Laiko ir iStekliy paskirstymas

Numeris:

2

Panaudojimo atvejai:

1

Pagrindimas:

Reikalingas tam, kad bty siekiama sumatinti testavimo
sgnaudas ar palengvinti parinkima.

Tinkamumo Kriterijus:

Metodo naudojimas turi sumatinti laiko ir iStekliy
naudojimg nei kad buvo prie$ pradedant jj naudoti.

UZsakovo patenkinimas:

5

Uzsakovo 4
nepatenkinimas:
Priklausomybés: Nera
Konfliktai: Néra
11 lentelé. Palaikomumo reikalavimai
Palaikomumo reikalavimai
5.1 Keitimo galimybés
Numeris: 3
Panaudojimo atvejai: 1-5
Pagrindimas: Reikalingas tam, kad esant poreikiui jmoné galéty
prisitaikyti pagal savo sukaupta testavimo bidy
parinkimo patirtj.
Tinkamumo Kriterijus: Galima apmokyti tinklg su jmong¢je sukauptais testavimo
parinkimo duomenimis.
UZsakovo patenkinimas: | 5
UZsakovo 4
nepatenkinimas:
Priklausomybés: Neéra
Konfliktai: Neéra
5.2 Testavimo galimybés
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Numeris:

4

Panaudojimo atvejai:

1-5

Pagrindimas:

Reikalingas tam, kad esant poreikiui jmoné galéty
pasitikrinti, kaip veikia sistema po apmokymo.

Tinkamumo Kriterijus:

Galima panaudoti

sukauptus papildomus duomenis
jsitikinti, kokiu tikslumu veikia prognozavimas.

UZsakovo patenkinimas: |5

Uzsakovo 4

nepatenkinimas:

Priklausomybés: Tiesiogiai priklauso nuo keitimo reikalavime apmokymui
naudoty imonés duomeny.

Konfliktai: Néra

3.4. Dalykinés srities modelis

Apibendrinant panaudojimo atvejy ir veiklos diagramas sudarytas dalykinés srities esybiy

Eksperimentas )
«PKs-eksp_id : int

|éjimo duomenys 7,

(sistemos) pateikiamas prognozuojantis atsakymas dél automatizavimo poreikio.

svoriais apmokymo metu gaunamas tiksliausias pageidautas rezultatas).

Svoriai ™

-Pavadinimas : char
-Data : datetime
-Apmokymo_tipas ;int
-Sluoksniy_sk: int
-Funkcija : char
-Eksp_tipas :int
-naudojimo_tipas : int

1

-

(P
Rezultatas ™,

«PKs-rez_id :int
-Atsakymas :int
-iteracija : int

«PKe-duom_id : int

-panaud_sk:int
-ciklu_sk : int
-testuotojo_patitis : double
-proj_kom_sk :int
-proj_uzduociu_sk: int
-patitis_auto : double
-kurimo_laikas ; int
-test_laikas : douhle
-eiluciu_sk : douhle
-testuotojo_ikainis : int
-rank_kom_sk : douhle
-auto_kom_sk : douhle
-kom_sudetis : double
-test_lesos : double
-irankio_kaina : douhle
-auto_laikas @ int

-versijos :int

«PKs-svoriai_id | int
-s¥_panaud_sk : double
-sv_ciklu_sk: double
-sv_testuotojo_patittis ; douhle
-sy_proj_kom_sk : douhle
-sv_proj_uzduociu_sk : douhle
-sv_patirtis_auto : douhle
-s¥_kurimo_laikas : double
-sv_test laikas : double
-gv_eiluciu_sk: double
-sv_testuntojo_ikainis : douhle
-s¥_rank_kom_sk: double
-s¥_auto_kom_sk: double
-sv_kom_sudetis ; double
-sv_test_lesos : double
-sy_irankio_kaina : double
-sv_auto_laikas : douhle
-sv_versijos : double

20 pav. Dalykinés srities esybiu klasiy diagrama

modelis aprasantis metodo apmokymo ir naudojimo duomenis (20 pav.). Detalus jé&jimo
duomeny apraSymas pateiktas 13 lentel¢je. Kiekvienas eksperimentas gali biti sudarytas i$
vieno ir daugiau apmokymui skirty duomeny ir rezultaty. Apmokymui pateikty duomeny ir
rezultaty skaiius turi buti vienodas, nes kiekviena duomeny aibé turi turéti jai priklausantj

atsakymg. Naudojimo atveju, eksperimentas turés vieng duomeny rinkinj, kuriam bus metodo

Kiekvienam duomeny rinkiniui yra bent po vieng svoriy rinkinj (atitinkamai jé¢jimo reikSmei
yra po vieng svorio reik§me). Vykdant apmokyma tam paciam duomeny rinkiniui, gali biiti keli
skirtingi svoriy rinkiniai, nes keiciant j¢jimo duomeny svoriy reikSmes siekiama priartéti prie

norimo rezultato. Naudojimo metu duomeny rinkinys turi naujausig svoriy rinkinj (su §iais
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3.5. Reikalavimy analizés apibendrinimas

Reikalavimy analizés metu konkretizuota metodo taikymo sritis, detalizuoti funkciniai
reikalavimai, iSskirti nefunkciniai reikalavimai ir nustatytas dalykinés srities modelis.
Pagrindiné metodo funkcija yra jvertinti automatiniy testy poreikj, bet ji negali biiti vykdoma,
jeigu pries tai néra apmokyta sistema, kurios apmokymui naudojamas dirbtinis neuroninis
tinklas. Siekiant metodo naudojimo pagristumo iSkeltas nefunkcinis gaunamy rezultaty
tikslumo reikalavimas. Metodo (sistemos) dalykinés srities modelis apima metodo naudojima

ir apmokymui skirty duomeny saugojima.

4. Metodo aprasas

4.1. Metodo taikymas

Bendras metodo taikymo vaizdas yra pateiktas dar 2.7 poskyryje 14 paveikslélyje yra
bendra apmokymo schema, o 15 pav. — apmokytos sistemos (metodo) taikymas. Siekiant
aiSkesnio metodo taikymo suvokimo yra sudaryta 21 pav. veiklos diagrama detalizuojanti
metodo panaudojimg. Detalizuotoje metodo taikymo veiklos diagramoje aptvelgiami veiksmai
nuo metodo taikymo pradtios iki pateikty rezultaty padedanc¢iy metodo vartotojui priimti
sprendima d¢l automatiniy testy poreikio. Jvertinama situacija, kai metodo naudotojai turi arba
neturi apmokyta sistemg, pateikiama detalesniy veiksmy seka norint pritaikyti ar naudotis

metodu.
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21 pav. Detalizuota metodo taikymo veiklos diagrama
4.2. Metodo realizavimo programiné jranga

Ivertinant veiklos analizés dalyje pasiiilyta testavimo tipo parinkimo metodo idé¢ja

nuspresta metodo veikimo demonstracijg ir eksperimentus atlikti naudojant MathWorks

kompanijos sukurtg Matlab produkta (7.8.0 versijag). Matlab savo galimybes praplecia

naudojant jvairiy sri¢iy priemoniy komplektus (angl. toolbox). Testavimo tipo parinkimo

metodas yra paremtas dirbtiniais neuroniniais tinklais, todél i§ daugybés jvairiy priemoniy

komplekty, sprendtiamai situacijai aktualus yra Neural Network Toolbox (6.0 versija; toliau —

priemoniy komplektas).

Priemoniy komplektas leidfia projektuoti, vykdyti, jsivaizduoti ir imituoti neuroninius

tinklus [28]. Patikrinant galimybes jsitikinta, kad galima tiek keisti, tiek susidaryti
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pageidaujama tinklo struktiirg (nustatyti apmokymo tipa, funkcija, s

luoksniy skaiciy, neurony

kiekj). Galimybé keisti jvairius parametrus ypac svarbi, nes vykdant jvairius eksperimentus

apmokant neuroninj tinklg, galima stebéti, kaip koks parametras jtakoja metodo veikimg. Dél

metodui reikalingy ir esamy funkcijy Neural Network Toolbox jrankyje pasirinkta naudoti

Matlab taikomajg programa.

4.3. Metodo naudojamy duomeny modelis

IS dalykinés srities modelio (20 pav.) sudarytas sitilomas duomeny modelis. 22 pav.

pateikiama duomeny bazés struktiira yra vienas 1§ galimy varianty,

metodui reikalingi duomenys.

«PKs-svoriai_id : int
-sv_panaud_sk: douhle
-sv_ciklu_sk : double
-sv_testuotojo_patittis | double

-sv_proj_kom_sk : douhle
-sv_proj_uzduociu_sk : double
-sv_patirtis_auto : double
-gv_kurimo_laikas : douhle
-sv_test_laikas : douhle
-sv_eiluciu_sk: douhle
-sv_testuotojo_ikainis : double
-sv_rank_kom_sk: double

_______ «tables
IFK colum(ns = fl_Eksperimentaseksp_id, léjimo duomenys
R pelumpes. ey ) | «PKs-duom_id - int
4 ) {-panaud_sk : int
«tables | [-ciklu_sk:int
Eksperimentas ?-test.uotoyo_pap.rtls - double
- x — |-proj_kom_sk: int
| «Pis-eksp_id : int |-proj_uzduociu_sk : int
{-Pavadinimas : char [-patitis_auto : double
[-Apmokyma_tipas :int |-kurimo_laikas ; int
|-Sluoksniy_sk :int |-test_laikas : double
{-Funkcija : char [-eiluciu_sk : double
|-Eksp_tipas ‘int |-testuntojo_ikainis | int
{-naudojimo_tipas :int l-rank_kom_sk : double
=== | l-auto_kom_sk : dauble
0 |-kom_sudetis ; double precision
| FKs |-test_lesos : double precision
|-irankio_kaina : douhble precision
fiFK columns = fic_Eksperimentaseksp_id. |_auta |aikas - int
PK columns = eksp_id} [-versijos : int
I — t«not nulls-fk_Eksperimentaseksp_id : int
«tables = I i
Rezultatas | = . " — T
|«Pls-rez_id ! int |
i-Atsakymas : int L «FKs

[-iteracija : int
{«not nulls-fk_Eksperimentaseksp_id : int |

{FK columns = fk_|&jimo duomenysduom_id,
PK columns = duom_id}

22 pav. Siiilomas metodo duomeny modelis

12 lentelé. Duomenuy bazés lenteliy aprasas

-sv_auto_kom_sk : double
-sv_kom_sudetis : douhle
-sv_test_lesos ; douhble
-sv_irankio_kaina : double
-gv_auto_laikas : double

not nulls-fk_|gjimo duomenysduom_id : int |

kaip galéty biiti saugomi

«tahles
Svoriai \

sy_versijos : double

Atributas | Tipas | Paskirtis
Eksperimentas

eksp_id int(10) Pirminis raktas. Eksperimento identifikatorius.

Pavadinimas char(20) Eksperimento pavadinimas, turintis prasming
reikSme.

Data datetime Eksperimento vykdymo data ir laikas.

Apmokymao _tipas int(1) Nurodoma apmokymo tipas: su prititirétoju (1); be
prititirétojo (2).

Sluoksniu_sk int(3) Neuroninio tinklo paslépty sluoksniy skaicius
eksperimento vykdymo metu.

Funkcija char(20) Neuroniniam tinkle naudojama funkcija.

Eksp_tipas int(1) Nurodomas eksperimento tipas: apmokymo (1);
prognozavimo, naudojimo (2).

41



naudojimo_tipas int(1) Nurodomas naudojimo tipas: apmokymo (1);

prognozavimo, naudojimo (2).
Rezultatas

rez_id int(10) Pirminis raktas. Rezultato identifikatorius.

Atsakymas int(3) Tam tikro duomeny rinkinio atsakymas: rankinis (-
1); nesvarbu (0); automatinis (1)

Iteracija int(10) Skaicius nurodantis, kurios iteracijos metu gautas
atsakymas, jei naudojama apmokymo duomenis
— tai iteracijos reikSmé lygi nuliui.

eksp_id int(10) ISorinis raktas. Eksperimento identifikatorius.

lejimo_duomenys

duom_id int(10) Pirminis raktas. J¢jimo duomeny identifikatorius.

panaud_sk int(10) PaaiSkinimas 13 lentelé. 1 eil. nr.

ciklu_sk int(10) PaaiSkinimas 13 lentelé. 2 eil. nr.

testuotojo_patirtis double PaaiSkinimas 13 lentelé. 3 eil. nr.

proj_kom_sk int(10) Paaiskinimas 13 lentelé. 4 eil. nr.

proj_uzduociu_sk int(10) PaaiSkinimas 13 lentelé. 5 eil. nr.

patirtis_auto double PaaiSkinimas 13 lentelé. 6 eil. nr.

kurimo_laikas int(10) PaaiSkinimas 13 lentelé. 7 eil. nr.

test laikas double PaaiSkinimas 13 lentelé. 8 eil. nr.

eiluciu_sk double PaaiSkinimas 13 lentelé. 9 eil. nr.

testuotojo_ikainis int(7) PaaiSkinimas 13 lentelé. 10 eil. nr.

rank_kom_sk double PaaiSkinimas 13 lentelé. 11 eil. nr.

auto_kom_sk double Paaiskinimas 13 lentelé. 12 eil. nr.

kom_sudetis double PaaiSkinimas 13 lentelé. 13 eil. nr.

test_lesos double Paaiskinimas 13 lentelé. 14 eil. nr.

irankio_kaina double Paaiskinimas 13 lentelé. 15 eil. nr.

auto_laikas int(10) PaaiSkinimas 13 lentelé. 16 eil. nr.

Versijos int(3) PaaiSkinimas 13 lentelé. 17 eil. nr.

eksp_id int(10) [Sorinis raktas. Eksperimento identifikatorius.

Svoriai

svoriai_id int(10) Pirminis raktas. Svoriy identifikatorius.

sv_panaud_sk double Pakartotinio testo panaudojimo svoris.

sv_ciklu_sk double Kode esanciy cikly svoris.

sv_testuotojo_patirtis double Testuotojo patirties svoris.

sv_proj_kom_sk double Projekto komandos svoris.

Atributas Tipas Paskirtis

Sv_proj_uzduociu_sk double Projekto utduociy svoris

sv_patirtis_auto double Testavimo  komandos  (testuotojo)  patirties
automatizavime svoris.

sv_kurimo_laikas double Projekto kiirimo laiko svoris.

sv_test_laikas double Testavimui skirto laiko svoris.

sv_eiluciu_sk double Kodo eiluéiy svoris.

sv_testuotojo_ikainis double Testuotojo jkainio svoris.
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sv_rank_kom_sk double Rankinio testavimo komandos svoris
sv_auto_kom_sk double Automatinio testavimo komandos svoris.
sv_kom_sudetis double Testavimo komandos sudéties svoris.
sv_test_lesos double Testavimui skirty 1éSy svoris.

sv_irankio_kaina double Testavimo jrankio kainos svoris.

sv_auto_laikas double Laiko reikalingo sukurti automatinj testg svoris.
SV_Versijos double Numatomy projekto versijy iki utbaigimo svoris.
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13 lentelé. Dirbtiniy neuroniniy tinkly jéjimai-kriterijai

Eil. Kriterijaus - v . . . Matavimo
nr. pavadinimas Paskirtis ISraiSka, formulé Interpretacija ReikSmiy sritis vienetai
Pakartotinis testo Nustatyti, kiek karty | X = A Kuo didesn¢ A reikSme¢, tuo | 0<=A vnt.
panaudojimo sk. naudojamas A = konkretaus testo | didesnis automatinio testo | A reik§mémis gali
konkretus testas naudojimo skaicius poreikis bati nulis ir sveikyjy
teigiamy skai¢iy aibé
Kode esanciy cikly sk. | Ivertinti pastangas X=A Kuo didesn¢ A reikSme, tuo | 0<=A vnt.
reikalingas cikly A = konkretaus didesnis automatinio testo A reik§mémis gali
patikrinimui testuojamo kodo poreikis bati nulis ir sveikyjy
bendras cikly skaicius teigiamy skaiCiy aibé
Testuotojo patirtis Ivertinti testuotojo X=A Kuo didesné A reikSmé, tuo | 0<=A metai
patirtj, kad nustatyti, | A = testuotojo patirtis | brandesni susiformave A reikSmémis gali
ar pakanka tiniy dirbant testavimo testavimo jgudtiai. Esant biti nulis ir teigiamy
pradéti kurti srityje poreikiui galima pereiti j skaiciy aibé
automatinius testus automatiniy testy sritj.
Projekto komandos [vertinti projekto X=AA= Kuo didesné A reikSmé, tuo | 1<=A vnt.
sk. komandos nariy projekto datniau gali tekti testuoti A reik§mémis gali
skaiCiy, kad nustatyti [ komandos tuos pacius komponentus; biti teigiamy
testavimo poreikio nariy skaicius. didesnis vykdomas sveikyjy skaiciy aibé
datnumag ir projekto projektas. nuo 1
dydj.
Projekto utduociy [vertinti projektui X = A A = projektui Kuo didesné A reikSmé, tuo | 1<=A vnt.
kiekis atlikti reikalingy jgyvendinti didesnis gali bati vykdomas | A reikSmémis gali
utduociy kiekj reikalingas utduociy projektas ir reikalingas bati teigiamy
Kiekis. didesnis testy stebéjimas. sveikyjy skaiciy aibé
nuo 1
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6 | Testavimo komandos | Jvertinti komandos X=A Kuo didesné A reikSmé, tuo | 0<=A metai
(testuotojo) patirtis (testuotojo) patirtj, A = testuotojo didesné jgyta patirtis ir A reikSmémis gali
automatizavime kad nustatyti, ar (komandos) patirtis jgudtiai. Tikslingiau kuriami | bati nulis ir teigiamy

pakanka tiniy kurti dirbant automatinio automatiniai testai skaiCiy aibé
automatinius testus | testavimo srityje

7 | Projekto kiirimo Ivertinti, kaip X=A Kuo didesné A reikSmé¢, tuo | 0<=A ménesiai
laikas sugebés automatiniai [ A = numatytas daugiau gali atsipirkti A reik§mémis gali

testai atsipirkti projektui kurti laikas | automatinis testas bati nulis ir teigiamy
skaiCiy aibé

8 | Testavimui skirtas Nustatyti iki kurio X=A A= Kuo didesné A reikSmé, tuo | 0<=A ménesiai
laikas laiko turi atsipirkti konkretus daugiau gali atsipirkti A reikSmémis gali

automatinis testas testavimui skirtas automatinis testas bati nulis ir teigiamy
laikas skaiiy aibé

9 | Funkciniai taskai arba | Ivertinti, kokig dalj | X =A Kuo didesn¢ A reikSmé, tuo | 0<=A vnt.
kodo eiluciy sk. apima testuojama A = testuojamos sudétingiau iStestuoti vien | A reikSmémis gali

sritis srities funkciniy tasky | tik rankiniu ar automatiniu | bati nulis ir teigiamy
arba tukstanciy kodo | budu, todél didéjant A skaiCiy aibé
eiluciy skaicius reikSmei didéja abiejy
testavimo tipy poreikis
10 | Testuotojo jkainis Reikalinga tinoti X=A Jei A reikSme 0, tai 0<=A Lt per
vykdant testavima, A = testuotojo darbo | testuotojas gali buti A reik§mémis gali valandas,
kad nevirSyti ikainis praktikantas. Kuo didesné A | biti nulis ir teigiamy | ménesius

testavimui skirty 1€y

reikSmé, tuo svarbiau
tinkamai nukreipti testuotojo
darba, pvz., skirti
automatiniy testy sudaryma

skaiciy aibé
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11 | Testavimo komandos | Ivertinti galimybes X =A A =rankinio Kuo A reik$mé didesné, tuo | 0<=A vnt.
sk. (rankinio kurti automatinius testavimo testuotojy jvairesnj galima atlikti A reik§mémis gali
testavimo) testus skaiéius testavimag ir paskirti kelis bati nulis ir sveikyjy

geriausius testuotojus teigiamy skai¢iy aibé
kvalifikuotis automatiniy
testy kiirime

12 | Testavimo komandos | Ivertinti galimybes X=A Kuo A reik§mé didesné, tuo | 0<=A vnt.
sk. (automatinio kurti automatinius A = automatinio daugiau resursy turima kurti | A reikSmémis gali
testavimo) testus testavimo testuotojy automatinius testus bati nulis ir sveikyjy

skaicius teigiamy skaiCiy aibe

13 | Testavimo komandos | [vertinti testavimo X=ABA= O<=X<=1 0<=A, 0<=B, santykiné
sudétis komandos sudétj automatinio Kuo X reik§mé artimesné 1, | 0<=X<=1 iSraiska

testavimo testuotojy | tuo daugiau turima A ir B reikSmémis
skaiCius automatiniy testuotojy gali buti nulis ir
B = bendras testuotojy teigiamy skaiciy
skaiCius aibé.
X reikSmés gali buti
nuo 0 iki 1.

14 | Testavimui skirtos [vertinti testavimui X=A Kuo A reik§mé didesné, tuo | 0<=A litai
1éSos skirty 1&8y ribas A =testavimui skirty | daugiau testuotojo darbo A reik§mémis gali

pinigy suma valandy galima skirti biti nulis ir teigiamy
testavimui skaiiy aibé

15 | Testavimo jrankio Ivertinti reikalingas | X = A Kuo A reik§mé matesné, tuo | 0<=A litai
kaina iSlaidas jsigyti A = testavimo jrankio | grei¢iau atsipirks investicija | A reikSmémis gali

tinkamam testavimo | pirkimo kaina ir pirkimas patrauklesnis ut | biiti nulis ir teigiamy

jrankiui

kiirimasi. Jei A = 0, tai
testavimo jrankis néra
perkamas

skaiCiy aibé
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16 | Laikas reikalingos [vertinti, kiek laiko | X =A Kuo A reik§mé matesné, tuo | 0<=A valandos
sukurti automatinj reikia sukurti A = automatinio testo | patraukliau, nes likusj A reik§mémis gali
testa konkre¢iam sukiirimo laikas laikg galima skirti kitiems biti nulis ir teigiamy
automatiniam testui darbams skai&iy aibé
17 | Numatomas projekto | Papildomai jvertinti | X = A Kuo A reik§mé didesné, tuo | 1<=A vnt.
versijy skaicius iki testy pakartotinio A =numatytas versijy | svarbesnis automatiniy testy | A reikSmémis gali
projekto utbaigimo panaudojimo skaicius iki utbaigimo | sukiirimas biti teigiamy
galimybe dienos sveikyjy skaiciy aibé
nuo 1
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4.4, Metodo dirbtinio neuroninio tinklo struktiira

Parengus detaly reikalingy metodo sprendimui gauti kriterijy sgraSg gaunamas dirbtinio
neuroninio tinklo j¢jimo sluoksnio elementy skaicius. I€jimy sluoksnj sudaro 17 skirtingy
i€¢jimo duomeny (13 lentel¢) i§ kuriy gaunamas vienas sprendimo rezultatas. ANN i$éjimas gali
buti trijy tipy: rankinis testavimas; automatinis testavimas; abu pasirinkimai yra adekvatis.
Metodas pateikia vieng sprendimag i$ trijy galimy ir ANN i$¢jimas sudarytas i8 trijy neurony (23
pav.). Paslépty sluoksniy ir neurony kiekis juose nustatomas bandymy metu.
Taip pat vykdant eksperimentus nustatomi ir kiti neuroniniy tinkly parametrai kaip, pavyzdtiui,

apmokymo algoritmas, aktyvavimo funkcija.

<} Custom Neural Network (view)

Hidden Layer 1 Hidden Layer 2 Output Layer

23 pav. Metodo dirbtinio neuroninio tinklo struktura

4.5. Pateikto formalaus apraso pagrindimas

4.5.1. Neuroninio tinklo apmokymas

Norint apskai¢iuoti neuroninio tinklo i§¢jima, reikia turéti tinklo jéjimo reikSmes,
neurony svorius, kurie 1§ pradtiy priskiriami atsitiktine tvarka, bei tinoti tikslo reikSmes, kokias
norime, kad neuroninis tinklas iSmokty.

IS pradtiy kiekvienam neuronui vykdomas svoriy sumy priskyrimas pagal (10) formulg,
po to gauta svoriy suma pateikiama perdavimo funkcijai (11) formuléje. Tokiu biidu gaunama
konkretaus neurono iSeiga. Tarp skirtingy sluoksniy vieny neurony iSeigos tampa kity neurony
jeigomis.

Turint neuroninio tinklo i§¢jimus ir tgsiant apmokymo procediirg yra atliekamas svoriy
pasléptuose ir i§¢jimo sluoksniuose perskai¢iavimas. Naujus svorius skaiciuoti patartina nuo
18éjimo sluoksnio, nes paslépto sluoksnio svoriy skai¢iavime yra naudojamos i$¢jimo sluoksnio
neurony paklaidos. Naujas svoris apskaiciuojamas pagal (16) formulg, | kurig jstatoma
atnaujinimo svorio pokyc¢io (15) ir po to neurono paklaidos (14) formulés. Paslépto sluoksnio
nauji svoriai gaunami pritaikant minétg (16) formule, tik j ja jstatant (13) ir po to

(12) formules.
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4.5.2. Neuroninio tinklo naudojamos formulés

Svoriy priskyrimo formulé [30] (svoriy suma pasiekianti neurong is i-tojo j€jimo i j-aji):
d -
B (10)

kur n j- j-tasis neuronas, kuriam skai¢iuojama svoriy jtaka, d — jéjimy kiekis, w;i - svoris i$ i-t0jo
j€jimo | j-aji, Xi- jéjimo reik§mé. Pastaba: formuléje yra jtraukta w, bias
reikSmé, kurios Xo1 T

Neurono i$¢jimo formavimo formulé:

asg(n;) (11)
kur a j - j-tojo neurono i§¢jimo reik§mé, n ;- j-tojo neurono svoriy suma gauta (10)

formuléje, g(...) - neurony sluoksniui taikoma perdavimo funkcija, darbe yra naudojamos

hiperbolinio tangento ir tiesiné funkcijos [22] (24 pav. ir 25 pav.).

R b T . Nl g
n 7C / i 74

= tansig(n) a = purelin(n)
24 pav. Hiperbolinis tangentas arba tansig 25 pav. Tiesiné funkcija arba purelin

Svoriy perskai¢iavimo formulés pasléptam ir i$¢jimo sluoksniui skai¢iuojamos skirtingai:

* Paslépto sluoksnio paklaidy skai¢iavimas:

C
8, =a;(l a;)) Wy, (12)
i-1
;- paslépto  Kur 4, sluoksnio j-tojo neurono paklaida, a ; - neurono
18¢jimo

reik§mé gauta (11) formuléje, ¢ — i8¢jimy kiekis kitame sluoksnyje, wji - svoris i§ j-t0jo

paslépto sluoksnio neurono j i-tajj kito sluoksnio neurona, &y 18¢jimo

i sluoksnio

J-tojo neurono paklaida gauta (14) formuléje (kai neuroninis tinklas sudarytas i$

-

dviejy ir daugiau paslépty sluoksniy, naudojama %, 1- Kitas neurony
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sluoksnis, reikSmé gaunama i§ (12) formulés).

AW = Wﬁajxi (13)
kur VVJ:?'L - svoriy pokytis tarp i-t0jo ir j-tojo neurony gretimuose sluoksniuose, 7 -

tingsnio dydis, B - paslépto sluoksnio j-tojo neurono paklaida

gauta (12) formuléje, x;- i-tojo j&jimo reikSmé (kai neuroninis tinklas sudarytas i§
dviejy ir daugiau paslépty sluoksniy, naudojama a; kaip jéjimo reikSmés is pries tai
buvusio sluoksnio).
* IS8¢jimo sluoksnio paklaidy skai¢iavimas:

Sy, = yi(lyi)ti yi) (14)

kur ; - 18¢jimo sluoksnio j-tojo neurono paklaida, y j - i§¢jimo sluoksnio j-tojo
neurono gauta reik§mé pagal (11) formulg, t; - j-tojo neurono tikslo
reikSmé.

AW =1, o (15)

kur WA‘J. - svoriy pokytis tarp i-t0jo ir j-tojo neurony tarp paslépto ir i§¢jimo
sluoksniy, %7 - tingsnio dydis, by . i8¢jimo sluoksnio j-tojo neurono paklaida
gauta (14) formuléje, ai- i-tojo j&jimo reikSmé i$ paslépto sluoksnio.

Naujo svorio reikSmeés suradimo formulé:

naujas,senas, = Aw; (16)

4.5.3. Neuroninio tinklo architektiira testavimo tipo parinkimo metodui

Atlikus ANN parametry analize (detaliau - 6 skyriuje) nustatytos ANN architektiiros vaizdas
pateikiamas 26 pav.
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lejiman Pasleptas sluoksms | Pasléptas sluoksms 2 ISepmo sluoksnis

N7 N 7 A\

\ n ’E'l’ LA“”\ & ﬂ LW \ y ‘ 2:“" y
j =P b ./‘ Y _/1 /
L —~ }

6 5

F KT =
al - tansig (IW1ip1 +by az - tansig (LW21a0 +b2) a' purelin (LW a2+ by

26 pav. Neuroninio tinklo architektiira sprendimui realizuoti

5. Sprendimo realizacija

Siekiant iSbandyti darbe pristatyta testavimo tipo parinkimo metoda, buvo sukurtas
programinis kodas skirtas jgyvendinti pasitlyto metodo idé¢ja (4 priedas). Realizacijai
panaudota Matlab taikomoji programa ir neuroniniy tinkly priemoniy komplektas. Norint
pasinaudoti neuroniniy tinkly priemoniy komplektu reikia batinai turéti jsidiegus Matlab paketa

[31], [32]. Darbo metu naudotos versijos:

* MATLAB 7.8.0 (R2009a). Minimalas diegimo reikalavimai: 700MB instaliacinis
failas, 4GB suinstaliuotas paketas, 512 RAM.

* Neural Networks Toolbox 6.0. Turi biiti jdiegtas Matlab paketas.

Atsitvelgus j neuroninio tinklo jgyvendinimg Maltab aplinkoje, jo strukttros fragmentas
pateikiamas 27 pav. Neuroninis tinklas ir jo formuojami rezultatai priklauso nuo jj sudarané¢ios
tinklo struktiiros, naudojamy tikslumo, apmokymo ir perdavimo funkcijy. Daugiasluoksnis
neuroninis tinklas matiausiai gali turéti 3 ji sudarancius sluoksnius (j€jimo, pasléptg ir i§¢jimo).
Kiekvienas sluoksnis turi po kelis neuronus, kuriy svarbg sprendimo priémime nurodo svorio
reik§meé. Neuroniniam tinklui naudojamg duomeny aib¢ sudaro pasiiilyto testavimo tipo

parinkimo metodo kriterijai, kurie detaliau aprasyti 13 lenteléje.
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Tinklo architektira

}|\
| i _;.éTikslumofunkciial
1
1 l
Neuroninis tinklas | _ “45%%_ ..{; Duomeny aibé L;.ﬁuetodo kriterijus, metrika
’ AT L
1 I | «uses
| — — — ~Apmokymo funkcija
| «uses
— — — — =Apmokymo stabdymo kriterijus
o fsa
Sluoksnis | €4sE® 1
\l’,
Perdavimo funkcija
1.# T

Meuronas | _ _ %use» |

}Sujungimas Svoris
| R 1

27 pav. Naudojamo daugiasluoksnio neuroninio tinklo struktiira

Sukurto programinio kodo logika skirta tiek metodo pagristumo analizei, tieck metodo struktiiros
iSgryninimui, kurig sudaro:
1. Pradiniy parametry nustatymas;
Apmokymo duomeny ir svoriy nuskaitymas;
Nustatymas kiek ir kokio tipo duomeny naudojama;

Daugiasluoksnio neuroninio tinklo sukiirimas;
Daugiasluoksnio neuroninio tinklo apmokymas;

Daugiasluoksnio neuroninio tinklo imitavimas;
Gauty neuroninio tinklo duomeny atvertimas j pradinj formata;

Naujy duomeny aibes pateikimas apmokytam tinklui;

© © N o s w D

Galutiniy rezultaty pateikimas, i§saugojimas.
Vykdant metodo tyrimus, bandymy pavadinimai iSreiSkiami specifiniu formatu. Perceptrony
tinklo eksperimenty numeris prasideda raide P, o daugiasluoksnio — raide M.
Pavyzdtiui, MITHLSN kodas Sifruojasi tokiu principu:
M daugiasluoksnis (angl. Multilayer).
1 sluoksniy kiekis.
HL pasléptas sluoksnis (angl. Hidden Layer).

52



5  neurony kiekis pasléptame sluoksnyje. N

Neuronai (angl. Neuron).

Atliekant M2HL6-5N bandyma, naudojant traincgp apmokymo ir sumin¢ kvadratinés

paklaidos tikslumo funkcijas, atsidarius programinj koda reikia jj paleisti jvykdyti. Speciali

grafiné sgsaja néra kurta, nes tai néra tyrimo objektas. Po kodo jvykdymo Matlab paketo

komandy lange gauti rezultatai pateikiami 28 pav. Kita informacija pertiiirima per kintamuosius

[ B R O R

6:
fx >>

Apraokymo
Apmokymo

Naudota duomenu:

Tikrinamas rinkinys turi buti: rankinis, nesvarbu, automatinis
Anksciau buve:

Tikrinamo duomenu rinkinio prognoze:

nesvarbu
nesvarbu
automatinis
rankinis
rankinis
automatinis

metu ismokta: 854
metu neismoko: 146

rankinis, nesvarbu, automatinis

1000, rankinio 334, nesvarbu 331, automatinis 335

28 pav. Papildomos informacijos iSvedimo pavyzdys

Analizuojant pateiktus 28 pav. rezultatus, galima jvertinti kiek neuroninis tinklas

iSmoksta duomeny i§ apmokymui skirtos aibés, kiek kokiy duomeny pateikta, kaip nusp¢ja

naujus pateiktus duomenis po tinklo apmokymo. IS 29 pav. galima analizuoti duomenis

susijusius su neuroninio tinklo struktiira (pasiektas tikslumas, tikslumo reik§més kiekvienoje

iteracijoje, apmokymo stabdymo prietastis), jvertinti pateiktus tinklo i$¢jimus.
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ﬁVariable Editor - tr » 0O & X | Workspace

CIEREL I Ry Sk O~ ax s g B - sk
tr <1x1 struck> Name Yalue Min Max
| Field value Min Max | EH <335x3 double> 0 1
[ trainFen m— FH tm <334x3 double> 0 1
trainParam <1x1 struct> ™ <331x3 double> 0 1
performFen esg! Hy <3x700 double > -0.2168 1.2351
petformParam 11 akrictS % duom <1000x17 double» -12.4... 7.985...
divideFcn 'dividerand' eks_nr 1 1 1
divideParam Sl sbriicts FH final_bias [0.4755;-0.1488;0.50... -0.1488 1.8345
FH trainind 21x%700 double> 2 999 FH final_weight <6x17 double > -1.4264 1.6627
FH valind <1x150 double> 4 1000 Hi 6 6 6
FH testind <1150 double> 1 995 FH input_bias [2.2436e-05;-0.0201;... -0.0201 0.4047
stop "alidation stop.' FH input_weights <6x17 double> -0.4708 0.4380
FH num_epachs 48 48 48 FH ismoko_sk 854 854 854
[FH best_epach 42 42 42 % k 335 335 335
H goal 1.0000e-05 1.000... 1.0000e-05 m 334 334 334
states 21x8 cell> FH maks <1x1000 double> 0.4071 1.3329
FH epoch <1x49 double> 0 48 [ makshaujas [0.7616,0.6202,0.725... 0.5578 1.0224
EH time <1x49 double> 0.8280 3.8440 mokymo_F 'traincgp’
FH per <1x49 double > 130.2... 1.3113e+03 Hin 331 331 331
FH vperf <149 double> 44.2897 267.5252 fH naujas <6x17 double> 0 127050
FH tper <1x49 double 37.1763 281.3165 fH neismoko_sk 146 146 146
FH gradient <1x49 double > 29,5866 2.0822e+03 &) net <1x1 network>
HH val_fail <1%49 double> 0 6 out <3x1000 double -0.2168 1.3329
Ha <1x49 double> 0.0754 1 £ outt <1000x3 double> 0 1

FH outz <1000x1 double> -1 1

FH outnaujas «<3x6 double> -0,0303 1.0224

FH rez <1000x1 double -1 1

FH stebejimui [0;0;1;-1;-1;1] -1 1

svoriu_failas 'syoriai_1HL_6.csv'

tr <1x1 struct>

—H vieta <1x1000 double> 1 3

FH vietahaujas [2,2,1,3,3,1] 1 3

29 pav. Informacijos per kintamuosius perziiira

6. Eksperimentinis tyrimas

6.1. Neuroninio tinklo parametry analizé

Nustatin¢jant ANN struktiirg geriausiai tinkanc¢ig parinkimo problemai spresti pirmiausiai
testams buvo paruosta duomeny aib¢ skirta tinklo mokymams. ANN tinklo jéjimy duomenys
apraSomi 13 lentelé¢je. Nustatant tinklo i$¢jimo struktiirga buvo jvertinta ANN naudojama
perdavimo funkcija. Kadangi tinklo i§éjime gali biiti trijy riiSiy reikSmés (automatinis, rankinis,
nesvarbu), perdavimo funkcija pasirinkta naudoti tan-sigmoid. Tansigmoid perdavimo
funkcijos reikSmés gali bati tarp -1 ir 1. Siekiant tinkamai interpretuoti gaunamas ANN
reikSmes, nuspresta ANN i$¢jimo sluoksnj sudaryti 1S trijy neurony. Priskyrus metodo reikSmes
skaitinéms gauname:

- Rankinis testavimas yra -1 ir [0 0 1]; ® Automatinis

testavimas yra 1 ir [1 0 0];

- Nesvarbu, kuris testavimas yra 0 ir [0 1 0].
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Pavyzdtiui, jeigu tinklas i§é¢jime pateikia [0.8 0.3 -0.06], tai suradus maksimalig reikSmg ir jos
pozicijoje iraSius 1, o visas kitas reikSmes pakeitus 1 0, gaunama [1 0 0]. Pagal ankstesnj patyméjima

Sis kodas reiskia, kad yra gauta rekomendacija automatizuoti testa.

Tokiu biidu galima tiksliai atskirti ANN pateikiamas reikSmes.

Pasiruosus duomenis kiekvieno eksperimento metu buvo pateikiama tinkui 1000
mokymy duomeny, kurie atitinkamai padalinti 1 70% mokymui, 15% validavimui ir 15%
testavimui. Nustatymas leistinas epochy skaic¢ius 100 ir pageidautinas apmokymo tikslumas
0,00001, nes tinklo veikimo tikslumas yra vienas i§ pagrindiniy galutinio tinklo vertinimo
kriterijy. Atliekant eksperimentus buvo nagrin¢jama perceptrono ir daugiasluoksnio neuroninio
tinklo tinkamumas testavimo parinkimo problemai spesti. Percentrony tinklas buvo atmestas
kaip netinkamas dé¢l dideliy paklaidy ir mato iSmokstamy bei naujy atpatistamy duomeny
skai¢iaus. Dél to buvo atlikti eksperimentai siekiant nustatyti daugiasluoksnio neuroninio tinklo
struktiirg: sluoksniy skaiciy, neurony skai¢iy kiekviename sluoksnyje, tinklo apmokymo
funkcija, paklaidos funkcija.

Eksperimenty metu nagrinétos tinklo apmokymo funkcijos:
* trainlm — Levenberg-Marguardt; ® trainbr — Bayesian
Regularization; ®* trainbfg — BFGS Quasi-Newton; ® trainrp
— Resilient Backpropagation; ® trainscg — Scaled Conjugate
Gradient; ® traincgb — Conjugate Gradient with
Powell/Beale Restarts; ® traincgf — Fletcher-Power
Conjugate Gradient; ® traincgp — Polak-Ribiere Conjugate
Gradient; ® trainoss — One Step Secant; ® traingdx —
Variable Learning Rate Gradient Descent; ® traingdm —
Gradient Descent with Momentum; *® traingd — Gradient
Descent.

Kiekvieno tipo eksperimentas buvo atlickamas po 30 karty, kad apskaiciavus vidurkj biity
galima tiksliau jvertinti ANN pateikiamus rezultatus. Vykdant eksperimentus jvertinant bendra
spéjimy ivert] (naujy duomeny teisingg atpatinima), pasiekta iSmokimo tiksluma, iSmokty jrasy
skai¢iy ir apsimokymo kreive geriausiai pasirode tinklas turintis 6 neuronus pirmame
pasléptame sluoksnyje ir 5 antrame. Apmokymo funkcija yra trainbr ir suminé vidutinés
kvadratinés paklaidos tikslumo funkcija (angl. sum squared error - SSE). Pagal 14 lenteléje
pateiktus duomenis jvertinus iSmokty duomeny skaiciy (i$ viso gal¢jo iSmokti 1000 duomeny),

teisingai atspéty naujy ir pasiekta tikslumg vienareikSmiskai pasakyti, kuris eksperimentas yra
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geriausias sudétinga. Todel 14 lentelés duomenys analizuojami kartu su 30 pav. esan¢iomis
apmokymo kreivémis. M2HL6-5N tinklas turi optimalius parametrus ir apmokymo kreive, kuri
tolygiai ir be didesniy svyravimy gerina apsimokymo tiksluma. Kuo negali pasigirti M2HL1-
SN tinklas turintis didtiausig naujy duomeny atpatinimo koeficienta, nes jo apsimokymo kreivé
18 pradtiy per greitai didina tiksluma ir po to turi staigy ltitio kampg bei pasiektas tikslumas yra
prasciausias lyginant su kitais eksperimentais. M2HL410N, M2HL8-10N kreivés taip pat per
greitai krinta, todél jei turi vieng kurj 1§ parametry geresnj, kiti labiau iSsiskiria. Pavyzdtiui,
M2HLS8-10N pasiekia vieng i§ geresniy tikslumy ir iSmokty duomeny, bet sunkiau nuspéja
naujus duomenis. M2HL8-5N turi didtiausig iSmokty duomeny skaiciy ir geriausig pasiekta
tikslumg, bet prasCiausiai pavyko nuspéti naujus duomenis, tai gali buti dél to, kad jo
apmokymo kreivés tikslumas pirmomis iteracijomis buvo pats matiausias. Todél viska
apibendrinus nuspresta tolimesniems tyrimams pasirinkti M2HL6-5N tinkla.

Vykdant tolimesnius tyrimus atlikus apmokymo funkcijy eksperimentus (15 lentele), kai
naudota vidutinés kvadratinés paklaidos (angl. mean squared error - MSE) tikslumo funkcija
geriausiai pasirodé traincgp apmokymo funkcija, pralenkdama naudota trainbr funkcija. Tadiau
atlikus tuos pacius funkcijy eksperimentus naudojant SSE, traincgp apmokymo funkcija
pralenké traincgb funkcija. Rezultatus galima palyginti grafiskai 31 pav. Tvaigtdute patyméti
eksperimento duomenys piesiami prie pat x asies, nes tikslumo funkcija naudojama MSE, o visy
kity eksperimenty SSE, dél to toks ryskus skirtumas, kai néra sumuojamos paklaidos. Grafiskai
geriausiai atrodo traincgb sse kreivé, nes néra dideliy apsimokymo svyravimy, tolydtiai

gerinamas tikslumas.

14 lentelé. Atrinkty eksperimenty duomenys parenkant neurony skaiciy

Savybé M2HL1-5N | M2HL4- M2HL6- M2HLS8- M2HLS8-
10N SN SN 10N

ISmokta duomeny | 819.6 854.3 853.4 871.3 862

Atspéta naujy 86.67% 75.00% 71.67% 63.33% 70.00%

Pasiektas 41.27 38.15 37.07 34.30 34.48

tikslumas

Teisingali 81.96% 85.43% 85.34% 87.13% 86.20%

suklasifikuota

Laikas, sek. 2.8188 3.6811 3.4204 5.0547 6.8171

15 lentelé. Atrinkty eksperimenty duomenys parenkant apmokymo funkcija

Savybé traincgp mse | trainbr sse | traincgp sse | traincgb sse
ISmokta duomeny 841.1 853.4 822.1 839.0
Atspéta naujy 78.33% 71.67% 75.00% 80.00%
Pasiektas tikslumas | 0.0812 37.07 41.67 38.75
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Teisingai 84.11% 85.34% 82.21% 83.90%
suklasifikuota
Laikas, sek. 2.9781 3.4204 2.6064 2.4939
Apmokymo kreive
2000
Vi —4— M2HL1-5N trainbr sse
— - — - M2HL4-10N trainbr sse
1600 & M2HLEB-5N trainbr sse
—— M2HLE3-5N trainbr sse
1400 —E— M2HLS-10N trainbr sse
w
73]
=
o
[1:3
£
=
(]
AT
=

Epocha, iteracija

30 pav. Atrinkty eksperimenty apmokymo kreivés parenkant neurony skaiciy

1500

1000

Tikslumas, MSE

500

Apmokymo kreive

—#— M2HLE-5N traincgp mse
— - — M2HLB-5N trainbr sse

—&— M2HLB-5N traincgp sse
—— M2HLB-5N traincgb sse

Epocha, iteracija

31 pav. Atrinkty eksperimenty apmokymo kreivés parenkant apmokymo funkcija

57



Naudojant M2HLG6-5N traincgb sse tinklas geriausiai atspéja naujus duomenis.
Kiekvieno eksperimento metu, tinklas turéjo atpatinti naujus SeSis duomeny rinkinius: 2 i§
rankinio testavimo, 2 i$ nesvarbu, 2 i§ automatinio testavimo. Susumavus kiekvieno
eksperimento metu i§ 30 karty, kiek teisingai atspéjo turimg gauti atsakyma, minétas tinklas pateikia
tokius rezultatus: rankinis 10 ir 30, nesvarbu 29 ir 13, automatinis 29 ir 30. Gauti rezultatai rodo, kad
reikia atkreipti démesj dél kokiy prietasciy tinklas vieng rankinio testavimo duomeny aibg atsp¢ja tik
10 karty 18 30, o kitg kartg visus 30 i§ 30. Tai rodo, kad yra reikalingi tolimesni tyrimai, siekiant gerinti
tikslumg. Reikia panagrinéti kaip elgiasi gautas neuroninis tinklas, kai turimi skirtingi nauji duomenys,

kai yra kitokia apmokymui skirty duomeny aibé.

6.2. Neuroninio tinklo parametry analizés iSvados

Atlikti ANN eksperimentai parodé, kad jy taikymas testavimo tipo parinkimo problemai
yra tinkamas. Tyrimy metu nustatyta, kad nagrin¢jamg problema geriausiai sprendtia
daugiasluoksnis neuroninis tinklas su dviem pasléptais sluoksniais, i§ kuriy pirmame turi 6
neuronus, 0 antrame 5, naudojama SSE tikslumo funkcija, tinklas apmokomas naudojant
Conjugate Gradient with Powell/Beale Restarts algoritmg. Taciau dar yra reikalingi tolimesni
tyrimai, kad biity galima surasti geresng ANN struktiira, padésiancia pasiekti dar didesnj
prognozavimo tikslumg. Jvertinant, kad testavimo tipo parinkimo metodas skirtas projekty
vadovams ir testuotojams bei pagrindinis siekiamas tikslas, kad galéty palengvinti ir padéty
atsakingiau jvertinti, kuris testavimo tipas yra geriau tinkamas konkreciomis sglygomis, turi
biti nagrinéjama apmokymo duomeny aibés sudétis, kaip jtakoja tinklo veikimg pateikiant jam

skirtingus apmokymo duomenis, kiek tinklas gali buiti atsparus parinkti teisingg sprendimg.

6.3. Pradiniy duomeny imties jtaka neuroninio tinklo apmokymui

Nustacius neuroninio tinklo struktiirg yra labai svarbu tinoti, kaip gaunamy duomeny
tikslumas kinta esant skirtingam mokomuyjy irasy kiekiui. Neuroninio tinklo parametry analizei
buvo naudojama 1000 pradiniy duomeny. Papildomai iSnagrinétos imtys: 20, 50, 100, 200 ir
500. Jos sudarytos atsitiktiniu biidu iSrenkant reikalingg kiekj duomeny i§ 1000 duomeny imties
iSlaikant proporcijas tarp galimy pasirinkimy (rankinio, automatinio ir nesvarbu). Kiekvienas
eksperimentas atliktas 30 karty. Tyrimo rezultaty vidurkiai pateikti 16 lenteléje, o apmokymo
kreiveés - 32 pav.

Vertinant gautus rezultatus, kai turimas skirtingas kiekis mokomyjy duomeny, aktualios
teisingo suklasifikavimo, pradiniy duomeny iSmokimo ir naujy duomeny atspé&jimo savybés.

Jas palyginus tarpusavyje galima jvertinti, kad ne visada didesnis mokomyjy jrasy skaicius
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lemia tikslesng parinkimo prognoze. Eksperimenty metu pasiektas tikslumas sumatéja didinant
pradiniy duomeny skaiciy, nes jis gaunamas sumuojant kvadratines paklaidas.

Tikslumas yra labiau vertinamas tarp to paties pradiniy duomeny kiekio. Neuroninis tinklas apmokytas
su 500 ar 1000 pradiniy duomeny pateikia aukstesnius jvertinimus ut matesniy imc¢iy. Naujus duomenis

tinklas nuspéja pras¢iausiai apmokytas matiausiu duomeny kiekiu.

Bet toks tinklas geriau suklasifikuoja ir iSmoksta duotus duomenis nei 50 ar 100 duomeny
apmokytas tinklas. Kai tinklas apmokomas su 200 duomeny, jis prasCiau nuspéja naujus
duomenis nors ir turi geresnj suklasifikavimo procentg nei 50 ar 100 duomeny. Vertinant gautus
rezultatus grafiSkai pagal apmokymo kreive dél suminés kvadratinés paklaidos gautas tolydus
vaizdas, kai kreivés iSsidéste nagrinéjamy duomeny did¢jimo tvarka. Atsitvelgiant | gautus
rezultatus, buvo pasirinktas optimalus mokomuyjy jraSy kiekis vykdant neuroninio tinklo

struktliros nustatyma.

16 lentelé. Eksperimenty duomenys kintant imties dydzZiui
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——_Imtis 20 50 100 200 500 1000
Savybé ~—
ISmokta 14.8 36.5 71.4 164.7 427.0 839.0
duomeny (74%) (73%) (71.4%) (82.35%) | (85.4%) (83.9%)
Atspéta naujy | 57.78% | 67.22% | 67.22% | 65.56% | 77.22% | 80.00%
Pasiektas 1.58 3.73 6.66 9.80 19.09 38.75
tikslumas
Teisingai 75.17% 73.07% 71.37% 82.33% 85.41% 83.90%
suklasifikuota
Laikas, sek. 0.8274 | 0.8220 | 0.8771 1.1705 1.9323 2.4939
Apmokymo kreive
—-=.k20
&— k50
1000 K100
B k200
k500
& 800
=
»
o
§ em0
0
.
[
400
1
200F
R e gesesae . , ,
0 5 10 15 20 25 30

Epocha, iteracija

32 pav. Eksperimenty apmokymo kreivés pagal duomeny imties skaiciy

6.4. Sprendimo taikymo rekomendacijos ir galimybés

Automatinio ar rankinio testavimo metodo parinkimas yra pagrindiné¢ sukurto metodo taikymo
sritis. I[monéms ar suinteresuotiems asmenims, kurie pradiniy duomeny yra sukaupe matiau nei 500,
siiloma apdairiau jvertinti metodo teikiamg sprendimg ir kaupiant duomenis stebéti teisingo
prognozavimo pasitvirtinimg. Tai padés ateityje priimant sprendimus dél vieno ar kito testavimo
metodo panaudojimo. Pasiiilytas metodas gali biiti panaudojamas ir kitiems parinkimo utdaviniams
spresti. Tuomet jj reikia pritaikyti pagal aktualaus utdavinio specifika, parinkti kriterijus.

Straipsniuose [33], [34] atsitvelgiant | déstomas mintis, kad keliy skirtingy metodiky
apjungimas padeda gauti geresnius rezultatus ir suteikia sistemoms adaptyvumo, apjungus
neuroninius tinklus kartu su spieciaus ar kitu skaitinio intelekto metodu, galima tikétis

patrauklesniy pateikto metodo rezultaty.
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7. ISvados

1. Atlikus analize buvo nuspregsta kurti testavimo tipo parinkimo metodg paremty
dirbtiniais neuroniniais tinklais, skirtg testavimo metodo (rankinis, automatinis)
parinkimui.

2. Atlikta metodo funkciniy reikalavimy detali specifikacija, kuri padeda iSskirti
panaudojimo atvejus, kuriems jgyvendinti pakanka metodo vartotojo ir kuriems yra
reikalinga pritaikyta sistema.

3. Sudarytas dalykinés srities modelis, atsitvelgiant } metodo apmokymo ir naudojimo
paskirtis. ISskirtos esybés pritaikomos tiek savarankiskai nustatin¢jant parametrus, tiek
pasinaudojant Matlab jrankio specializuotomis galimybémis.

4. Detalizuotas metodo taikymas patvirtina, kad reikia skirti vienkartines papildomas
pastangas, kai metodas néra apmokytas, o turint jau apmokyta metoda lieka tik iSgauti
kriterijus i§ sprendtiamos parinkimo problemos.

5. Ivertinus metodui realizuoti reikalingas priemones ir programinés jrangos priemones
nustatyta, kad Mathworks kompanijos Matlab produktas leidtia realizuoti jvairius
neuroniniy tinkly sprendtiamus utdavinius.

6. Remiantis atlikta literatiirine analize buvo nustatyta, kad neuroninj tinklg turi sudaryti
17 i&jimy ir 3 iS¢jimai. 17 skirtingy kriterijy jtakoja rankiniy, automatiniy testy parinkima.

7. Atlikus eksperimentinius tyrimus nustatyta, kad optimaliis sprendimo rezultatai
gaunami, kai neuroninio tinklo struktiirg sudaro daugiasluoksnis neuroninis tinklas su
dviem pasléptais sluoksniais, 6 neuronais pirmame ir 5 antrame sluoksniuose, tikslumo
funkcija SSE, tinklui apmokyti naudojamas Conjugate Gradient with Powell/Beale
Restarts algoritmas.

8. Realizuotas sitilomo metodo sprendimas ir atlikti eksperimentiniai tyrimai patvirtino
teorin} metodo tinkamuma sprendtiant testavimo metodo parinkimo problema.

9. Siekiant pagerinti metodo efektyvuma, ateityje naudinga iSbandyti neuroninj tinkla
apjungti su kitu skaitinio intelekto metodu, kad metodo vartotojai galéty tiksliau ir

pagrijsCiau priiminéti testavimo sprendimus.
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Dirbtiniais neuroniniais tinklais paremtas testavimo
tipo pasirinkimo metodas

Kristina Smilgyte,
Informacijos sistemy katedra
Kauno technologijos universitetas
Kaunas, Lietuva
El padtas: kristina.smilgyte@gmail.com

Anotacija. Esant konkurencingai IT kompanijy rinkai, didelis
démesys teikiamas Kuriamy sistemy kokybei. Kuriant
informacines sistemas, svarbis ne tik analizavimo, projektavimo,
k@rimo etapai, bet ir Kuriamo produkto testavimo procesas.
Tiksliai, laiku bei kokybifkai atliktas testavimas leidZia uZtikrinti
kuriamo produkto kokybeg, tai turi tiesioging jtaky viso projekto
sékmel bei jmonés jvaizdzio kOrimui. DaZnu atveju sudétinga
nustatyti, kokio tipo testavimas turéty bati taikomas vienam ar
kitam komponentui testuoti, koks testavimo tipas boty
efektyvesnis ir leisty sutaupyti jmonés resursy. Siame straipsnyje
nagrinéjama testavimo tipo pasirinkimo problema. Tyrimo
objektas: testavimo tipo pasirikimo metodas, pagristas dirbtinio
intelekto metody taikymu. Straipsnyje pateiktas automatinio ir
rankinio testavimo tipy palyginimas, siekiant iskirti vieno ar
kito testavimo tipo privalumus bei trikumus. ApZvelgiamas
dirbtinio intelekto metody taikymas testavimo procesuose bei
pristatomas autoriy siGlomas testavimo tipo pasirinkimo
metodas, paremtas dirbtiniy neuroniniy tinkly taikymu,

Raktinial Yod¥igi: testavimas, dirbtiniai newroniniai tinklai,
projekty vadovas, informacinés sistemos.

I.  [VADAS

Vykdant jvairius informaciniy technologiju projektus, vis
aktualesnis tampa klausimas, kaip efektyviau panaudoti
turimus resursus kokybiskam sistemy testavimui. Didéjant
vartotojy poreikiui, kuriamos sistemos tampa vis didesnes,
sudétingesnés, kas jtakoja ir sudétingesnij jy testavimg. [vairlis
su sistemy testavimu susije klausimai aktualds ne tik
testuotojams, bet ir projekty vadovams bei jmonéms.

Didele reikime vykdant didelius projektus turi atlickami
tiksliis ir motyvuoti sprendimai. Testuojant sistema, projekty
vadovui neretai sudétinga nuspresti, ar sistemos komponenty
testavimui reikalingi automatiniai testai. Jei yra galimybé
{vertinti automatiniy testy poreiki, i$ ju gaunama nauda bei jy
atsipirkimo  lygi, projekty vadovams sudaromos sglygos
efektyviau paskirstyti resursus bei sumaZinti projekto kastus,
Pagrindiné pasirinkimo problema tarp rankinio ir automatinio
testavimo — jie negali vienas kito visiskai pakeisti. LiteratQroje
minimi jvairls automatiniy ir rankiniy testy privalumai ir
tritkumai, bet konkretiu atveju ilicka pasirinkimo pagristumo
problema,

Aspire systems kompanija yra suklirusi automatiniy testy
investicijy grazos skaiCiuoklg [1]. Jos esmé — parodyti, kiek

Jovita Nenortaité

Informacijos sistemy katedra
Kauno technologijos universitetas
Kaunas, Lietuva
El. pastas: jovita.nenortaite@ktu.lt

pinigy ir laiko kiekvienais metais padeda sutaupyti
automatiniai testai [2]. Straipsnyje [3] pristatoma automatiniy
testy investiciju grazos skaitiuokle, bet 3io straipsnio autoriai
nesprendZia testavimo pasirinkimo problemos. Sistemoms
testuoti reikalingas kombinuotas testavimas, tai rei3kia, kad
nepakanka vien Zinoti, kiek ir kuriais metais galima sutaupyti
pinigy ir laiko visam vykdomam projektui. Reikia ir ai3kiai
Zinoti, koks testavimo tipas bus taikomas tam tikram sistemos
komponentui. Atlikus esamy sprendimy analizg, buvo
nuspresta pasitilyti metoda, kuris padéty jvertinti, kiek verta
automatizuoti testavima arba kuris testavimas (rankinis ar
automatinis) yra naudingesnis konkretiose situacijoje. Kartu
fvertinama ne vien investicijy graza, bet ir grynoji dabartiné
verté, testavimo apréptis, efektyvumas, tikslumas ir Kiti
parametrai,

Straipsnyje pristatomas metodas skirtas palengvinti ir
pagristi testavimo metodo pasirinkima. Metodas paremtas
dirbtinio intelekto metody taikymu. Remiantis dirbtinio
intelekto metody analizés rezultatais, buvo nuspresta naudoti
dirbtinius neuroninius tinklus (DNT). Sitilomas metodas padés
nuspresti, ar reikalingi automatiniai testai. Norint naudotis
metodu, reikia pateikti {¢jimo duomenis, kurie apdorojami
dirbtiniu  neuroniniu  tinklu. Atlikus apmokymus bei
paskaiiavus  iS¢jimo  parametrus  yra  gaunamos
rekomendacijos, kuri testavimo tipa (automatinj ar rankinj)
pasirinkti. [vertinus gautas rekomendacijas galima priimti
tikslesnius sprendimus, nes pasiremiama ne tik testavimo tipo
privalumais, trilkumais ar investiciju graza, bet ir kuriamo
metodo gaunamais rezultatais. Kuriant testavimo metoda
siekiama i3laikyti tikslumg, kad Sio metodo taikymas testavimo
procese procesui galéty garantuoti testavimo efektyvuma.

Antroji straipsnio dalis skirta problemai pristatyti ir
susijusiems darbams apzvelgti. Trecioje straipsnio dalyje
aptariami testavimo tipy privalumai ir trikumai. Ketvirtoje
dalyje pateikiama dirbtinio intelekto metody bei jy taikymo
testavimo procesuose apZvalga. Penkta straipsnio dalis skirta
sillomo testavimo tipo pasirinkimo metodui  pristatyti.
Straipsnio idvados bei numatomi darbai pateikti paskutingje
straipsnio dalyje.

II.  SUSUUSIY DARBU APZVALGA

[vairiu programy testavimas turi didel¢ jtaka galutinio
produkto bendrai kokybei ir patikimumui. Kirimo procese
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aptiktos jvairios klaidos kainuoja daug maZiau, nei pastebétos
atidavus produkta vartotojui(-ams). Laiku iStaisytos klaidos
reikalauja maZiau pastangy, nes priklausomai nuo kiaidos tipo
galima idvengti esminiy sistemos pakeitimy. [diegus sistemg
vartotojui ir tik tada aptikus klaida, reikia ne tik jg iStaisyti, bet
ir dar karta atnaujinti ar {diegti sistema. Produkcinéje sistemy
versijoje likusios klaidos gali atnedti dideliy nuostoliy tiek
sistemos uZsakovo [monei, tick sistema kurianciai jmonei.
Gerinant produkto kokybg ir turint fiksuotus, ribotus i3teklius,
svarbu pasirinkti tinkama testavimo tipa (automatini ar rankin{)
konkre€iam atvejui. Ne visada reikia ir apsimoka automatizuoti
testavimg [4], todél svarbu tinkamai jvertinti testavimo tipo
pasirinkimg.

Vis dazniau kuriamos programinés jrangos testavimui —
pasirenkami automatiniai testai. Rengiant automatinius testus,
sickiama uZtikrinti testavimo tiksluma (automatiniai testai
padengia visus apraytus scenarijus, iSvengiama Zmogiskyjy
klaidu pamirdus pratestuoti vieng ar Kita scenarijy), taip pat
sickiama sutaupyti (estavimui skiriama laika (automatiniai
testai patikrina visus apradytus scenarijus greitiau, nei tai
padaryty testuotojas; automatinio testo vykdymo metu
testuotojas gali atlikti kitus jam priskirtus darbus). Bet taip pat
svarbu Zinoti, kad parengti automatinius testus — daug laiko
reikalanjantis darbas, Todél sprendZiant, ar tam tikro
komponento testavimui bus kuriamas automatinis testas, bitina
jvertinti laiko sanaudas, kadtus ir automatiniy testy teikiama
nauda. Pagrindinis asmuo, turintis planuoti atliekamus darbus,
nustatyti darby trukme bei sekti, kaip vykdomi darbai, —
projekto vadovas. Darby planavimas, ju terminu nustatymas
yra atlickamas konsultuojantis su tam tikros srities
specialistais, kurie geriau imano tam tikra dalyking sritj ir gali
aitkiai nusakyti darby sudéti, jy trukme¢ ir panasius dalykus.
Tokiu patiu principu nustatoma ir testavimo darby trukme. Bet
visais atvejais projekto vadovas turi pateikti galutinj sprendimg
dél vieny ar kity darby atlikimo, {vertings projekto apimti,
kastus ir laika, Testavimo etape, sickdami tinkamai koordinuoti
viso projekto vykdyma, projekty vadovai turi atitinkamai
jvertinti testavimo tipo pasirinkimg. Pagrindiné problema — ne
visada projekty vadovai turi uZtektinai Ziniy, leidZian€iy
teisingai pasirinkti testavimo tipa. Net jei Ziniy ir pakanka,
testavimo tipo pasirinkimas néra vienareik3mis ir turi bati
jvertinta daug faktoriy, norint nutarti, kad geriau naudoti
rankinj ar automatinj testavima, ar jy derinius konkreciu atveju.

Vienas pagalbininky projekty vadovams gali bfiti minéta
automatiniy testy investicijy grazos skaiCiuoklé. Suvedus
reikalingus duomenis [l], gaunama ataskaita, Kkurioje
pateikiama, kick konkretiais projekto vykdymo metais laiko ir
pinigy reikalauja automatinis ir rankinis testavimas.
Apibendrinant §{ palyginimg pateikiama, kick konkretiai
sutaupoma naudojant automatinius testus [2]. Skai¢iuokle
suk@rusi kompanija ja vadina praktiniu gidu, padedan¢iu geriau
suvokti investicijy graza pasirinkus automatinius testus.
Sprendziant, ar naudoti §j testavimo tipa, svarbu Zinoti, kiek
laiko ir pinigy galima tiketis sutaupyti [3].

Neretai automatiniy testy pasirinkimas priklauso nuo
testuotojy mastymo ir kompetencijos, nes kiekvienas jy turi
nusistovéjusi Kriteriju, Kklausimuy sarada, pagal Kurivos
pasirenka, ar reikia automatiniy testy. Vienas populiariausiy
klausimy: kaip daZnai bus naudojamas kuriamas testas.

Nagringjant reikia i§skirti du atvejus: kai testas yra tinkamas be
pakeitimy ir kai reikia atnaujinti nedidel¢ dalj. Geriausias —
pirmas atvejis, nes jis nereikalauja jokiy papildomy pastangy ir
palaikymo. Antru atveju reikia jvertinti nauda, ar atnaujinto
testo naudojimas atsvers pastangas jam atnaujinti. Kitas
populiarus klausimas: ar testuotinas atvejis yra varginantis ir
turi polinkj i klaidas, Testuojant reikalingas atidumas ir
nepasimetimas, pavyzdZiui, reikia patikrinti, ar sistema,
atidarius 1 000 vartotojo dokumenty, nenuliizta. PanaSiems
testams atlikti efektyvesnis yra automatinis bidas, nes 1 000
dokumenty sistema atidarys ir greitai, ir tiksliai. Svarbu per
daug nesusiZavéti automatiniy testy teikiama nauda nejvertinus
sukiirimo pastangy. Jeigu | 000 dokumenty atidarymo testas
ivykdomas per 1 minute, o jam sukurti uZtrunkame 30 minu¢iy,
automatinj testy reikia vykdyti bent 30 karty, kad atsipirkty
automatizavimo  pastangos [S]. Vyrauja dvi populiarios
nuomonés Zinant, kad testas bus vykdomas ne viena karta.
Pirmoji: reikia automatizuoti, jeigu testas naudojamas daugiau
nei vienq karta. Sékmeés atveju didés griZtamoji nauda,
nesékmes — teks nuolat atlikti atnaujinimus arba testas nespés
atsipirkti ir bus nebenaudojamas. Antroji: reikia automatizuoti
tik tada, kai daug karty rankiniu biidu naudojamas testas tampa
stabilus ir nusistovéjes. Sékmes atveju nereikés atnaujinti ir jis
bus reikalingas, nesékmés — nespés atsipirkti. Kuriant
automatinius testus svarbu jvertinti, kada automatinis testas
gali aptikti klaida, kick reikés jdéti pastangy norint ja
iSnagrinéti. PavyzdZiui, turime automatinj testa, kuris trunka 30
minuéiy, ji vykdant aptinkama klaida 29-a minute. Kiekviena
kartg norint patikrinti, ar klaida istaisyta, reikia ilgai laukti.
Jeigu nusprendZiama kurti automatinius testus, jie turi biti
specifiniai ir kompaktiski.

Analizuojant automatiniy testy poreiki pagal klausimus
{vertinami testavimo tipy (automatinis, rankinis) privalumai ir
trikumai. Atliktas testavimo tipy {vertinimas padeda tiksliau
pasirinkti turint konkregius atsakymus { klausimus. Vienas i$
automatiniy testy privalumy anks¢iau minétame 1 000
dokumenty atidarymo pavyzdyje -~ iSlaikomas tikslumas,
testuotojas kartais gali pamesti skaiciy, kai testas vykdomas
daug karty. Pladiau apie privalumus ir trilkumus — testavimo
tipy palyginimo skyriuje.

III.  TESTAVIMO TIPY PALYGINIMAS

Rankinis testavimas — tai testavimo biidas, kai reikalingas
testuotojas testo duomenims jvesti, analizuoti, jvertinti [6].
Testuotojas sukuria visus testavimo atvejus ir juos jvykdo
testuojamai  programai rankiniu  bidu  (neautomatidkai).
Zingsnis po Zzingsnio nustatoma, ar tam tikras Zingsnis buvo
ivykdytas sékmingai ar klaidingai. Automatinis testavimas — tai
testavimo bildas, kai naudojamos programos bei jrankiai, skirti
kity programy ar moduliy darbui patikrinti, Automatinis
testavimas naudoja programas testavimo atvejams jvykdyti,
rezultatams palyginti ir surastoms klaidoms registruoti
nesikidant testuotojui. Testuoti sistemy pagal automatizuoty
frankiy  scenarijus ypa¢ sudétinga  pradedantiesiems
testuotojams, nes testuotojas turi turéti geras programavimo
Zinias ir sugebéti para$yti gera scenarijy bet kokiam testavimo
atvejui (7). Siekiant tinkamai pasirinkti, kada koki metoda
geriau rinktis, galima pasinaudoti jy privalumy ir trikumy
palyginimu [ 7], kuris pateiktas 1 lenteléje.
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1 LENTELE. TESTAVIMO TIFY PALYGINIMAS

Kriterijus Rankinis Automatinis
Kuina (*) Pigesnis (=) Brangesnis
Laikas (=) Vykdomi keciau | (+) Vykdom greidiau
—_ (=) Testy kodo
létas
Reikalavimy {+) Nesudetingai (=) Retkalingas testy
pasikeitimai jgyvendmami kodo pakeitimas
Testavimo (+) Platesne (=) Fiksuota
apreptis
Teksto skaitymas (+) Skaito (=) Neskaito,
nesuvokia prasmis
Spalvy skynimas (=) Priklauso nuo ju | (+) Gerai skiria
kombinacijy
Atgalinis (—) Sudetingas, (+) Puikiai tinka
testayimas laiko reikataujantis
[Emokstamumas (+) Nesudetingas (-) Sudétingas, ypad
pradedantiem
Klsidy aptikimas | (+) Dowgian kisdy | (-) MaZiau
2valgantis, Ad-hoc | randama

1 lenteigje pateikti privalumai ir trikumai yra bendro
ob@idzio, todél konkretiam projektui reikia detalesnés
wformacijos, norint pasirinkti testavimo tipg. PavyzdZiui,
ertinant pagal testavimo aprépti, jeigu reikia idtestuoti
latesng sritj, geriau rinktis rankini testavima. Jeigu svarbu
ksliai perzitiréti ta padia sritj, ar giliau i3analizuoti siauresng
ritj, geriau rinktis automatini. Automatiniai testai turi didelj
ranasuma, palyginti su rankiniais, ypa¢ jei testai nuolat
audojami pakartotinai daug karty, ju prieZilira, palaikymas
ereikalauja dideliy pastangy. Praktikoje  automatinis
sstavimas negali visiskai pakeisti rankinio, todél pasirinkimo
roblema lieka aktuali.

IV. DIRBTINIO INTELEKTO METODL TAIKYMAS TESTAVIMO
PROCESUI

Platiai naudojami dirbtinio intelekto metodai neaplenkia ir
sstavimo  srities, Straipsnyje nagrinéjami  keturi dirbtinio
itelekto metodai, isskiriami | dvi grupes: pateiktas dirbtiniy
euroniniy ir miglotos informacijos tinkly palyginimas ir
ristatomi nagrinéti genetiniy algoritmy ir spieciaus intelekto
ptimizavimo algoritmai, jy palyginimas.

Populiariausi dirbtinio intelekto metodai, naudojami
:stavimui, — dirbtiniai neuroniniai (DNT, angl. Artificial
eural networks) ir miglotos informacijos tinklai (MIT,
ngl. Information Fuzzy Network). DNT ideja kilo i
eurobiologijos. Neuroniniai tinklai sudaryti i§ tarpusavyje
usijungusiy neurony, suskirstyty i sluoksnius, | kickvieng
nklo neurony jterpiama perdavime funkcija. Kiekvieno
luoksnio neuronai sujungti su gretimy sluoksniy neuronais. To
aties sluoksnio neuronai daZniausiai néra sujungti. Tokia
eurony ir jungéiy visuma vadinama dirbtiniu neuroniniu
inklu. Neuroniniai tinklai turi {&jimo, i¥éjimo ir tarpinius
luoksnius [8]. MIT — metodas, sukurtas Zinioms atskleisti ir
uomenims gauti, Metoda sukdré M. Lastas kartu su O.
Aaimonu ir A. Kandelu [9]. Jie taikomi renkantis ir jvertinant
astavimo atvejus, automatizuotam orakului gauti. Remiantis
INT ir MIT metody lyginamuoju tyrimu sudarant automatini
rakulg [10], abu bidai yra efektyvis, kai klaidingy atvejy
rocentas yra ganétinai didelis. Dirbtinis neuroninis tinklas —
eresnis nuolat vertinamy iséjimy klasifikatorius. Ypat, kai

mokomy {raSy yra maZai. Pagrindinis miglotos informacijos
tinklo prana§umas pried dirbtini neuroninj tinkla — jis yra daug
greitesnis. O dél savo struktiiros abu tinklai tinka
intelektualiam testavimui vykdyti.

Vieni populiariausiy optimizavimo algoritmy, priklausanciy
dirbtinio intelekto metodams, - genetiniai algoritmai ir
spiefiaus intelektas, kurio populiariausi optimizavimo
algoritmai — skruzdZiy kolonijos ir daleliy spiecius [11].

Genetiniy algoritmy (GA, angl. Genetic Algarithms)
pradininku laikomas J. Hollandas [12]. 1975 m. jis pasitlé
matematinj optimizavimo metoda, paremta natOraliais gamtoje
vykstandiais  procesais: natiraligja  individy atranka,
kryminimu  ir mutacija. GA - vienas populiariausiy
metaeuristiniy algoritmy — stochastinis optimizavimo metodas,
nes vienas i§ procesy yra atsitikting, bet | konkrety tikslg
nukreipta  individy atranka. Pasinaudojus  evoliucijos
mechanizmais, galima sukurti programas, kurios sprendZia
problemas net tada, kai néra visidkai aiSkus sprendimo
biidas [12]. Genetiniai algoritmai daZniausiai naudojami
intelektualiai  paieSkai, optimizavimui ir kompiuteriy
apmokymui. GA daZnai naudojamas su jvairiais dirbtinio
intelekto metodais. Siuo metu GA naudojami kartu su
neuroniniais  tinklais ir miglota logika sudétingoms
problemoms spresti. Dél jungtinio jy panaudojimo daugeliui
problemy spresti neuroniniai tinklai ir miglota logika vadinama
soft-computing [8).

Spietiaus intelektas (SI, angl. Swarm [Intelligence)
apibldina decentralizuoty, save organizuojanéiy, natiiraliy ar
dirbtiniy sistemy kolektyvinj elgesj. Vienas spieciaus intelekto
privalumy — jis gali pasitlyti sprendimus {vairioms problemy
radims spresti. Sistemos yra labai tvirtos ir lanks¢ios, atsparios
aplinkos pasikeitimams. Vientisos sistemos eclgesys virsija
vieno individo turimus elgesio gebéjimus [13].

Skruzdziy kolonijos optimizavimo algoritma  (SKO,
angl, Ant Colony Optimization) 1992 m. pasiilé M. Dorigo.
SkruzdZiy kolonijos elgesys — vienas populiariausiy spiefiaus
elgesio modeliy. SKO algoritmo pagrindiné idéja kilo stebint
skruzdZiy maisto atsargy paicskas [11]. Pavienés skruzdélés
elgiasi atsitiktinai ir be pastebimo tikslo, bet atsiradus
kolektyvinei saveikai tarp skruzdZiy, galima stebéti jy spie€iaus
intelekta ir elgesi, kuris gali isspresti daug problemy, Skruzdziy
spietius gali nustatyti trumpiausia kelig iki maisto 3altinio,
pamaitinti visa kolonija, pastatyti didelg struktiirg ir prisitaikyti
prie jvairiy situacijy. Tinka spresti {vairias problemas, kurias
galima pavaizduoti grafu.

Daleliy  spietiaus optimizavimo algoritmg  (DSO,
angl. Particle Swarm Optimization) 1995 m.  pasitlé
R.Eberhartas ir J. Kennedy [14]). Algoritmas sukurtas
remiantis pauki&iy bandos elgesio stebéjimais [15], panadus |
GA., Sistema suZadinama su atsitiktiniy sprendimy populiacija
ir ieSkoma optimalumo kartoms atnaujinti. Bet priciingai nei
GA, DSO nenaudoja kry?minimo ir mutacijy. DSO algoritme
potenciallis sprendimai skrieja per probleming erdve sekant
palankiausias salygas. Kiekvienas atskiras sprendimas paieskos
erdvéje yra tarsi paukstis, pavadintas dalele. Visos daleles turi
tinkamumo reik$mes, kurios, siekiant optimizuoti, nustatomos
tinkamumo funkcija. Dalelés taip pat turi krypti ir greiti, kuris
nukreipia ju skriejima. Dalelés skrieja per probleming erdve
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sekdamos dabarting optimalia dalel¢, vadinama gidu [I1].
Mokymo metu neeliminuojami prastiausiai pasirodg individai,
todél DSO dazniau naudojamas dirbant su spardiai, kritiskai
kintanéiomis aplinkomis, nes yra svarbu adekvagiai sureaguoti
i skirtingas situacijas, kurios daZnai gali biti visiskai priesingos
esamai situacijai.

Tiek GA, tiek SI yra optimizavimo algoritmai. GA ir DSO
yra panadios struktfiros, naudoja tinkamumo, tikslo funkcijas.
Dalelé DSO algoritme panadi | chromosomg, kuri yra GA
populiacijos narys. Tiek chromosoma, tiek dalelé atstovauja
galimiems problemos sprendimams [16]. DSO neturi
kryzminimy ir mutacijy, nes remiasi paukitiy bandos elgesiu.
Tagiau DSO algoritme dalelés atnaujina save vidiniu greiciu,
jos taip pat turi atmintj, kuri yra svarbi algoritmui [17]. GA
remiasi natiralia individy atranka, kurioje neprisitaike individai
mirita = DSO algoritme to néra. Dél Sios priezasties GA yra
greitesnis, bet dirbant su pokytiams jautria ir nuolat
besikeitiantia sistema geriau tinka DSO [18). Sivo atveju GA
tritkumas dirbant su tokiomis sistemomis — Kritidkai pasikeitus
situacijai, galima prarasti reikalingus duomenis.

Kiekvieno metodo savybéms, naudojimo paskiréiai,
kuriamo metodo sprendZiamai problemai jvertinti sidlomame
metode pasirinkta naudoti dirbtinius neuroninius tinklus, nes jie
paprastai naudojami klasifikavimo, prognozavimo uzdaviniams
spresti. Sistemai apmokyti reikia maZiau mokomuyjy jrady nei
MIT, mokomuju jrasy skai&ius yra svarbesnis uZ veikimo laika,
nagringjamo testavimo tipo parinkimo aplinka néra greitai,
chaotiskai besikeitianti. Miglotos informacijos tinklai pagal
struktdry labiau tinka sprendimy med2io uzdaviniy tipui,
genetiniai algoritmai — paiedkai, kompiuteriy apmokymams,
optimizavimui, skruzdziy kolonijos optimizavima algoritmas —
uzdaviniams, kuriuos galima pavaizduoti grafu, daleliy
spieciaus optimizavimo algoritmas — chaotiSkoms, greitai
besikeitian¢ioms aplinkoms, Kuriamo metodo tikslas -
pasililyti, ~ prognozuoti, numatyti  automatiniy  testy
reikalinguma, todél neuroniniai tinklai yra priimtinesni uz
miglotos informacijos tinklus ir optimizavimo algoritmus.

V. SIOLOMAS SPRENDIMAS

Reikalingas metodas (modelis), kuris bty skirtas testavimo
metodui parinkti ir nurodyty, kokj testavimo metoda naudoti
tam tikro testavimo atveju. Renkantis testavimo metodg reikia
{vertinti 3ivos esminius kriterijus: testavimo efektyvumg ir
tiksluma. Atlikus tyrimo objekw, vartotojy, csamy spendimy
analize pastebéta, kad daZniausiai testavimo tipai pasirenkami
pagal privalumus, trikumus ar testuotojo, vadovo intuicija.
Daugelis testavimo atvejy papildo ar i5 dalics aprépia vienas
kita, todél projekty vadovui gali biti sudétinga nuspresti, kurj
testavimo metoda {(automating ar rankinj) geriau naudoti, nes
smulkesnius testavimo metodus pasirenka patys testuotojai.
Testuotojyy komanda gali tik patarti projekty vadowvui, ar
apsimoka kurti, ar pirkti konkrety automatizuoty testavimo
irankj, ar uZtenka rankinio testavimo — juk vadovas atsakingas
uz projekta, Jis Zino, kiek galima ileisti papildomy pinigy ir
skirti papildomy resursy testavimui, jvertina ir Kitus vykdomo
projekto etapus bei jiems atlikti reikalingas sanaudas,

Silomas sprendimas galény padéti projekty vadovui
lengviau pasirinkti ir atsakingiau {vertinti, kur{ testavimo

metoda (automatini ar rankinj) geriau naudoti vienu ar Kitu
atveju. Sis sprendimas ypa¢ aktualus, jeigu automatizuojantia
priemong reikia kurti, koreguoti ar pirkti. Jeigu organizacija jau
turi ja, papildomy riipeséiy nesudaro sékmingai jg adaptuoti ir
naudoti kaip papildoma priemong klaidoms aptikti. Bet ir tokiu
atveju reikia jvertinti testavimo metodo pasirinkima. nes
priemonés adaptavimas tam tikram testavimo atvejui taip pat
gali pareikalauti papildomy kasty bei resursy.

Kuriamas metodas remiasi dirbtinio intelekto pritaikymu
siekiant nustatyti, ar konkrediu atveju geriau naudoti
automatinj, rankinj ar abu testavimo metodus, Tokiam metodui
pirmiausiai reikia apmokyti ismokyti sistema, kad biity galima
gauti norimus rezultatus.

I pav, Sistemos apmokymas
1 pav. pavaizduotas sistemos apmokymo procesas:

1. parenkamas tam tikras skai¢ius kodo fragmenty ir
jiems sukuriami automatiniai testai;
2. nustatomi testy jvertinimo kriterijai;
{vertinami visi turimi testai ir kaupiami gauti
duomenys sistemos apmokymui;
4. atliekamas metodo (sistemos) apmokymas.
Sistemos apmokymui pasirinkta naudoti dirbtin{ neuroninj
tinklg. Testavimo metodui apmokyti DNT pasirinktas remiantis
analizés gautomis iSvadomis [10], nes jis yra geresnis
klasifikatorius nuolat vertinant i$é¢jimus nei MIT. Ypa¢, kai
mokomy fra¥y yra maZai.
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Apmokius metoda, galima gauti jvertinima, svarby
sprendziamai problemai iSspresti, kurj testavimo metodg
(automatini ar rankinj) geriau naudoti. Kuriamo metodo
principiné schema pateikta 2 pav.: apmokytai sistemai pateikus
naujqa kodo fragmenta, atitinkamai pagal kodo parametrus
sistema rekomenduoja, ar reikia kurti automatin testa, ar ne.
Taip gaunamas automatizavimo lygis sistemai testuoti,

?

Gauti naujy
kodo fragmeinty

l

Pateikti kodo
fragmenty
apmokytal sistemal

l

Az reiia ot
Tap umm¢ e

Ats. : nekurtl automatinio testo

. L
) &

.
Ats, : Kurti automating testy

1 pav. Kuriamo metodo principiné schema

Numatoma sidlomo metodo efektyvuma {vertinti ne tik
pagal investiciju graZa, bet ir pagal grynaja dabarting vertg,
testavimo aprépti, defekty tankj, automatiniy testy metu
pateikia klaidingy klaidy skaiiy, defekty skaiciy.

Detalizuojamos naudojamos metrikos:

e DT (angl. Defect Density) — defekty tankis. Defekty
kiekio matu laikomas per tam tikra laikotarpi surasty
defekty kickis, pavyzdZiui, surasty defekty skaitius
nuo modulio sukiirimo iki esamos datos. DT
naudojamas  defekty  tankiams  skirtinguose
programinés jrangos komponentuose palyginti. Tai
padeda identifikuoti kandidatus detalesnei perZiirai,
testavimui, struktdros pertvarkymui  (angl.  re-
engineering) ar pakeitimui. Kuo defekty tankis

maZesnis, tuo geresné kokybé, DT-_-ESD. , tia Np -

zinomy defekwy kiekis, S ~— dydis, paprastai
matuojamas KLOC (angl. Kilo Lines Of Code)
tikstan¢iais kodo eilutiy, bet gali biti naudojami ir
funkciniai taskai.

e Klaidingy klaidy skailius, pateiktas automatiniy testy
metu, Tai klaidos, kurios i3 tikro néra klaidos. Toks
ivertinimas gali padéti nustatyti, ar automatiniai testai
linke labiau padéti ar klaidinti.

e TA (angl. Coverage extension) — testavimo apimties
padidinimas. Rankiniu testavimu surastos klaidos
lyginamos su papildomomis klaidomis, kurias padéjo
aptikti automatiniai testai (rankiniu testavimu jos buvo
pralcistos, neaptiktos). Sis jvertinimas naudingas tuo,

kad galima palyginti automatiniy testy pridéting vertg
klaidoms aptikti.

e FLI (angl. Achieving Budget) — testavimui skirty
finansiniy Jé3y i$naudojimas. Si metrika padeda
jvertinti testavimui skirty lé3y i$naudojima. Naudojant
FLI, galima suZinoti, Kkuris testas — rankinis ar
automatinis — sunaudoja maZiau pinigy ir nevirsija

nustatyto limito. gz = EA , ¢ia Cy — reali kaina,
C

L)
inaudota testavimui, Cy — testavimui numatytas
biudZetas,

e Laikas, skirtas analizuoti automatiniy testy pateiktoms
klaidoms. Rankiniais testais aptiktos klaidos
nereikalauja papildomos analizés, nes iSkart Zinoma, ka
vykdant ir kokia klaida buvo aptikta.

Lyginant testavimo metodus, reikia remtis keliais vertinimo
kriterijais — taip galima gauti tikslesnj atsakyma, kiek verta
automatizuoti testavima arba kuris testavimas (rankinis ar
automatinis) yra naudingesnis konkreciai situacijai.

VI, 18vADDS

Atlikta testavimo metody analizé parodé, kad egzistuoja
testavimo tipo pasirinkimo problema tarp automatiniy ir
rankiniy testy, [vertinus, kad reikia prognozuoti ir sitillyti, koks
testavimo tipas geresnis konkrediu atveju, buvo nuspresta
metodui apmokyti naudoti dirbtinius neuroninius tinklus.
Kuriamas metodas skirtas projekty vadovams, testuotojams.
Svarbiausia, kad metodas padéty lengviau pasirinkti ir
atsakingiau fvertinti, kuris testavimo metodas (automatinis ar
rankinis) naudingesnis vienu ar kitu atveju. Kad metodas biity
tikslesnis, numatoma jo efektyvuma jvertinti ne tik pagal
investiciju graZa. bet ir testavimo apréptj, defekty tankj, klaidy
skaiiy, pateikta automatiniais testais.

Ateityje planuojama nustatyti pasifilyto metodo naudotinus
parametrus (neuroniniy tinkly iéjimy skaiciy, parinkti struktiira
ir pan.). Veikimui demonstruoti numatoma sukurti pasifilyto
metodo prototipa. Sukfrus prototipa — atlikti cksperimentus,
kurie padéty detaliau itirti kuriamo metodo efektyvumg ir
veikima.
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Software Testing Type Selection Method,
Based on Artificial Neural Networks

Abstract. Considering the competitive market of the IT
companies, a great attention is given to the quality of systems
under composition, While creating information systems the
stages of analysis, design, and development are as much
important as the testing process of the product. The aims and
testing done qualitatively and on time let to secure the quality of
the product under composition, which has a direct influence to
the success of the whole project and to the creation of the
company's image in the market. Very often it is difficult to
determine what type of testing should be applied for particular
component testing, what type of testing would be more effective
and would help to save the resources of the company, In this
article the problem of the choice of the testing type is analyzed.

The object of the research: the method of choosing the testing
type, based onm the application of the artificial intelligence
methods. The article gives the comparison of the automatic and
manual types of testing in order to distinguish the advantages
and disadvantages of the particalar testing type. The application
of methods of the artificial intelligence in testing processes is

reviewed. The suggested method, which is used for choosing type
of testing, and is based on application of artificial neural
networks is introduced in this article.

Keywords: software testing, artificial neural networks, project
manager, information systems.
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2 priedas. Pazyma dél priimto publikuoti mokslinio straipsnio (IVUS 2010)
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3 priedas. Straipsnis leidinyje ,,Proceedings of the 6th International Conference

on Hybrid Artificial Intelligence Systems HAIS 2011

Straipsnio ,,Artificial Neural Networks Application in SoftwareTesting Selection Method—
pilna versija (8 lapai) pasiekiami www.springerlink.com puslapyje. Detali nuoroda:
http://www.springerlink.com/content/978-3-642-21218-5#section=898819&page=1&locus=0
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4 priedas. ANN apmokymas ir sprendimo prognozés

clc; close all; clear all;

svoriu failas = 'svoriai 1HL 6.csv';
FLN = 6; % pirmo paslepto sluoksnio neuronu sk.
SLN = 5; % antro paslepto sluoksnio neuronu sk.

eks nr = 1;
k = FLN-1; % k reiksme skirta svoriu ribai nustatyti mokymo f
= 'traincgb';

% DUOMENU PASIRUOSIMAS

duom=csvread ('duomenys 1000.csv',0,0,[0,0,999,16]);
rez=csvread('duomenys 1000.csv',0,17);

input weights = csvread(svoriu failas,0,0,[0,0,k,16]); input bias
= csvread(svoriu failas,0,17);

% nustatoma kiek kurios grupes duomenu naudojama, pagal nuskaitoma faila

m = size(find(rez==-1),1); % vnt = -1 rankinis n =

size (find(rez==0),1); % vnt = 0 nesvarbu k = size(find(rez==1),1); %
vnt = 1 automatinis

P = duom;

Tm = [zeros(m,l) zeros(m,l) ones(m,1)]; % rankinis

Tn = [zeros(n,l) ones(n,1l) zeros(n,1l)]; % nesvarbu

Tk = [ones(k,1l) zeros(k,1l) zeros(k,1l)]; % automatinis

T = [Tm; Tn; Tk];

% SUKURIAMAS DAUGIASLUOKSNIS ANN TINKLAS
% NumberOfHiddenLayerNeurons = FLN; %

NeuronsOfSecondLayer = SLN;

net = newff(P', T', [FLN, SLN],{'tansig', 'tansig', 'purelin'},mokymo f);
%$sukuriamas tinklas net.divideFcn = 'dividerand';
net.divideParam.trainRatio = 0.7; % nustatoma kokia duomenu dalis naudojama

train

net.divideParam.valRatio = 0.15; % nustatoma kokia duomenu dalis naudojama
validate

net.divideParam.testRatio = 0.15; % nustatoma kokia duomenu dalis naudojama
test

net.trainParam.lr = 0.05; % nustatomas apmokymo zingsnis (angl. learning
rate)

net.trainParam.epochs = 100; % nustatomas max epochu skaicius
net.trainParam.goal = 0.00001; % nustatomas tikslumas

net.iw{l,1} = input weights; % priskiriami svoriai nuskaityti is failo
net.b{l} = input bias; % priskiriami bias nuskaityti is failo
net.performFcn = 'sse';

% APMOKOMAS ANN

[net, tr, Y, E] = train(net,P',T'); %vykdomas apmokymas
final weight= net.iw{l,1}; % isimenami svoriai po apmokymo
final bias = net.b{l}; % isimenami bias po apmokymo
out = sim(net, P'); % imituojamas tinklas outl =

[zeros (m+n+k, 1) zeros (m+n+k,1l) zeros(m+n+k,1)]; out2 =
zeros (m+n+k, 1) ;

[maks,vieta] = max(out);
% gauti duomenys atverciami i1 pradini duomenu formata
for 1 = 1l:n+m+k if vieta (i) ==
outl(i, :) = [1 0 01, out2(i)= 1;
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elseif vieta(i) == 2
outl(i, :) = [0 1 01,

out2 (i) = 0; else



outl(i, :) = [0 0 171;
out2 (i) = -1; end end

% MOKYMO REZULTATAI ismoko_sk =
0; neismoko sk = 0; for i =
1:n+m+k if rez (i) ==
out2 (1) ismoko sk =
ismoko sk+1; else

neismoko sk = neismoko sk+1; end end
fprintf ('Naudota duomenu: %d, rankinio %d, nesvarbu %d, automatinis
%d',n+m+k, m, n, k);
fprintf ('\nApmokymo metu ismokta: %d',ismoko sk); 1if
neismoko sk ~= 0 fprintf ('\nApmokymo metu neismoko:
$d\n',neismoko_sk); end
naujas=csvread('duomenys tikrinimui.csv',0,0,([0,0,5,16]);
fprintf ('\nTikrinamas rinkinys turi buti: rankinis, nesvarbu,
automatinis'); fprintf ('\nAnksciau buve: rankinis, nesvarbu,
automatinis\n'); fprintf('\nTikrinamo duomenu rinkinio

prognoze:\n'); outnaujas = sim(net, naujas');
[maksNaujas, vietaNaujas] = max(outnaujas);
stebejimui = zeros(6,1); for i = 1:6

if vietaNaujas (i) ==
fprintf ('%d: rankinis\n',1i);
stebejimui (i)= -1; elseif
vietaNaujas (i) ==
fprintf ('%d: automatinis\n',i);
stebejimui (i) = 1; else
fprintf ('%d: nesvarbu\n',i);
stebejimui (i) = 0; end
end
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